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Introduction

Research problem and hypotheses

In this dissertation, I introduce the concept of political privacy and describe its rela-
tionship to the principles of democratic state. Although the political aspects of privacy
have been the subject of many studies and analyses, including, to name but a few, those
by Shklar (1989), Solove (2011a), Landau (2013), Verble (2014), Schulze (2015), and
Zuboff (2019), the original contribution of this work is that political privacy is defined
in the context of a full-fledged theory of privacy. The outcomes of my research in this
area are relevant to political science, but extend onto the law and European policies con-
cerning privacy and surveillance as well. Additionally, the theory of privacy that I use
also constitutes a novel proposal, which is likely to be of value to solving problems in
philosophy, ethics, political theory and legal theory.

The topic of this dissertation has been increasingly gaining public attention ever
since I started my research in 2014. Initially, the scandal which followed the Snowden
case of 2013 was thought to be contained to the US and the European data and privacy
protection policies seemed to have been headed in a direction very different from where
we are today. Soon, it turned out that mass surveillance concerns the Europeans as well,
and unless Europe wants to share the fate of the US, it has to catch up. In chapter 2
in section 2.3.5, I discuss how the moral panic surrounding the spying practices of the
NSA brought about the European renaissance of privacy protection, of which the GDPR
is but one result. Currently, the problem of privacy lies at the very center of the debate
about the future of European democracies, having become a determinant of compliance
with the rule of law, as opposed to discretionary government power.

One of the most critical problems in privacy debates was that, as I explain in detail
in section 1.3.3, stakeholders use incompatible definitions of privacy to justify their
arguments, causing conceptual inconsistencies at all level of discussion. Attempts to
define the meaning of "privacy" have been overall unsuccessful, failing to address social
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and political conflicts or explain the share of the state in citizens’ oversight (see 1.2).
Some, like Snowden, even went so far as to conclude that privacy is "somewhat empty",
"essentially indefinable, or over-definable", that everyone has their own "privacy" and
there is not much that can be done about it (Snowden, 2019, pp. 207-208). First and
foremost, in this dissertation I contradict this view.

I claim that privacy is in fact definable. In section 1.3.6, I propose a novel theory of
privacy, which I call the gateway theory of privacy. Not only does the gateway theory
show that privacy can in fact be characterized, but it satisfies the conditions which I put
forth for a politically relevant theory of privacy. First, the core of the gateway theory
of privacy is independent of terms strictly related to the current state of technology. In
my account, I only require that we develop intuitions concerning the notion of a zone of

activity (see section 1.3.6), a collection of behaviors or relationships which people en-
gage in as they live their everyday lives. Second, the framework of the gateway theory
focuses not on the means of privacy protection, but around the ultimate value to which
privacy is instrumental – human life, dignity and activity. Third, the gateway theory is
by design cross-disciplinary and uniform throughout contexts and cultures, but allows
for expressing the individual, group and cultural variations in the perception of privacy.
Fourth, it allows for differentiating between individual and social (or communal) dis-
covery of person’s life and the discovery conducted by the state. I use this feature to
specifically address political aspects of privacy later on. Finally, the gateway theory al-
lows for abstracting away from those social, political and economic convictions which
are not fundamental to the concept of privacy.

Having obtained a new theory of privacy, I use it to define political privacy (section
1.4). In the subsequent chapters, I am interested primarily in how political privacy, as
opposed to privacy sensu largo, interacts with surveillance, especially mass surveillance,
as well as with democratic principles and institutions. Aside from the notion of privacy,
central to my work are the concepts of (mass) surveillance and democracy.

After Houston (2017, p. 3) and Privacy International, I take mass surveillance to
mean "the subjection of a population or significant component of a group to indiscrimi-
nate monitoring". By this token, any system which generates and collects data on indi-
viduals without attempting to limit the dataset to well-defined targeted individuals is a
form of mass surveillance.

Democracy is operationalized as in the democracy measurement methodology of
the Varieties of Democracy (V-Dem), including seven principles, which characterize a
democracy: the electoral principle, the majoritarian principle, the consensual principle,
the liberal principle, the participatory principle, the deliberative principle, and the egali-
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tarian principle. Each of these is explained and put in the context of political privacy in
section 5.1.1. The principles proposed by Teorell et al. (2019) are based on, though not
identical to, those in the theory of polyarchy by Dahl (2008).

My second central claim, aside from a proposal to consider privacy definable and
adopt the gateway theory of privacy, is that political privacy is of special importance to
democratic principles and institutions. In chapter 5, I list examples of such institutions,
and I make policy recommendations regarding the development of European privacy and
surveillance solutions.

The specific research questions (Q) and hypotheses (H) which I engage with in this
dissertation are defined below in connection with each of the chapters.
Chapter 1:

(Q1) Which theory of privacy is appropriate to handle the conflict of values between
the advocates of mass surveillance and privacy-oriented citizens?

(H1) The existing theories of privacy are not sufficient to facilitate a conversation on
privacy and mass surveillance.

(H2) A novel theory of privacy based on desiderata specified in section 1.1 allows for
creating a more informative map of the conflict of values in (Q1).

(Q2) How is political privacy different from personal privacy? How to conceptualize
the difference between them using the gateway theory of privacy?

Chapter 2:

(Q3) What are the main legal models of privacy regulation?

Chapter 3:

(Q4) What is the position of the right to privacy among other human rights?
(H3) The right to privacy includes, in addition to being an individual rights, a collective

aspect, justifying its extension to include a collective right to privacy.
(H4) The right to privacy, and especially political privacy, protects collective social and

political agendas, examples of which are given in section 3.2.1.

Chapter 4:

(Q5) How does political privacy relate to surveillance capitalism, as defined by Zuboff?
(Q6) Which aspects of psychology contribute to the current attitudes and expectations

concerning privacy and surveillance?
(Q7) What is the efficacy of mass surveillance v. traditional investigative methods?
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Chapter 5:

(Q8) How can we conceptualize the zones of political activity appropriate for the three
privacy protection thresholds defined in chapter 1?

(Q9) How does privacy contribute to the protection of democratic institutions?
(Q10) What role does surveillance, especially mass surveillance, play in human rights

abuses, oppression of minorities and genocide?
(H5) There exists a close connection between political privacy and democratic prin-

ciples. This connection translates into the fact that privacy protection tools and
methods, including those described in section 5.3.4, contribute to the condition of
democracy.

Methodology

In this dissertation, I rely on a variety of methods, including those typical of political
science, as well as relatively new theoretical tools, popularized by the philosophical
movement called conceptual engineering, which originated from modern analytic phi-
losophy. I also use methods from law and legal theory, especially in chapter 2, where
I analyze the legal frameworks behind privacy regulations in the EU, including France
and Germany, the US and China.

Although my work is primarily focused on political theory (Dryzek et al., 2008),
it contains issues where methods from comparative politics (Boix and Stokes, 2007)
and international relations are relevant. From chapter 2 onward, I develop and assume
three models of regulating privacy, all of which are obtained through comparative model

building, a process which requires a comparative approach to the history and decisions
of respective national and federal institutions. In some parts of this dissertation, for in-
stance, where the international reaction to the practices of the NSA is described, knowl-
edge of international relations is necessary to be able to make sense of the conditions
involved in the case, as well as its consequences. The emergence of the EU model of
regulating privacy was partly a reaction to the abuses of the American system of surveil-
lance, made public by Edward Snowden and many more whistleblowers after him. Thus,
the situation in Europe cannot be fully understood unless the US is taken into consider-
ation as well.

The choice of case countries followed from the focus of the main research question.
Since I was primarily interested in the relationship between the political aspects of pri-
vacy and democracy as such, it was necessary to consider the widest possible spectrum
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of privacy regulation models. Authors such as Shipler (2011) have linked the limitations
in citizens’ privacy to an increase in undemocratic discretionary action of governmental
power. Mass surveillance and surveillance in general are closely related to the right to
search and seize, which Shipler argued was bound to be abused following the 9/11 at-
tacks. In case of the US, he proposes that the constitutional guarantees of freedoms be
treated as hard boundaries for public authority, without exceptions:

Take a few steps from the Constitution and you will find yourself in the twilight of

crime-ridden neighborhoods where cops frisk pedestrians and search cars without

warrants, on the officer’s sole determination that they have reasonable suspicion or

probable cause. Their actions may be reviewed by the courts, so you can still watch

government at work, but dimly. (Shipler, 2011, p. xxvi)

Although Shipler begins his considerations of privacy from Judge Cooley’s notion
of "the right to be let alone" (see section 1.2.1 for more details), which in today’s world
is already obsolete, he makes valid observations concerning constitutionality of searches
without consent, frisking pedestrians, profiling citizens and using what he calls "secret
suppression" in the US. Cases such as those analyzed by Shipler suggest that ubiquitous
policing and surveillance, especially mass surveillance, is the point where the power
of the people gives way to arbitrary government, thus violating democratic principles
through loss of privacy. The countries chosen for comparative analysis in this disserta-
tion took very different approaches to the problem of ubiquitous surveillance and gov-
ernment surveillance (the two being different because private firms working on surveil-
lance capital, as well as smaller private and public entities, also engage in surveillance
on a large scale). These stances adopted by China, the US and the EU, stemming from
collective observation of social and political consequences of the early experiments with
surveillance and national security, have developed into legal and political paradigms of
how to balance privacy and surveillance.

In this landscape, China represents a stance of overt rejection of political privacy.
The model of regulating privacy derived from the Chinese law and political practice
is guided by what I called Big Brother principle (see section 2.5) and a complete re-
moval of political privacy from the scope of privacy protections. Although China is
not a democratic state, the model of privacy regulation used by the CCP and the Chi-
nese government offer important insight into the role of privacy violation in the decline
of democratic values, such as the freedom of election, freedom of speech, respect for
minorities, and many others. Because of this fact, China is included in the three main
models which I build in chapter 2, and specific cases relate to the Chinese model come
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up in relation to multiple other privacy-related themes in subsequent chapters. Another
aspect of the Chinese case, which makes it valuable for my work is that privacy reg-
ulations and limitations in China are usually communicated in an overt, official way.
As section 2.4 will show, Chinese authorities do not bother making their methods and
scope of operation a secret, which means that no whistleblowers’ accounts are needed
to get a relatively comprehensive picture of the state of surveillance and de facto privacy
protection in this country. This opportunity allows for comparing what we know about
European and US surveillance and privacy with a sort of "maximum" case, where no
democratic institutions exist to protect political privacy.

The second case which I chose for model building is that of the US. I called the
model of privacy regulation derived from American law and political practice minimal.
This is because although the US government has no effective way to stop or challenge
the public scrutiny of their surveillance programs after the revelations of 2013 (see sec-
tion 2.3), or to do away with their conflict with the US Constitution and democratic
principles, the trends in data protection with respect to surveillance capital market mark
an overall positive attitude to mass surveillance, including surveillance and other forms
of data collection aimed at generating profit and profiling. The state is then able to
obtain any necessary information from the firms operating on data, which effectively
expands the intelligence capacity of the US government onto all information gathered
by the private market.

Finally, the third case is the EU, whose model of privacy regulation completes the
list of paradigmatic approaches to privacy and surveillance. The EU differs from the
US and China in many ways, including the fact that European decision-making is more
distributed, hence no "federal" laws can be imposed on the member states concern-
ing privacy and surveillance, as is the case in the US. Many of the member states are
established democracies, which allows for a positive interaction between political pri-
vacy and democratic principles, distinguishing the EU from China. In turn, European
citizens have more tools at different levels of organization, including local, national,
regional and European, to combat undemocratic privacy violations, which makes their
situation completely different from that of US citizens. Europeans entertain, on top of
their own constitutional guarantees, a range of protections from data protection author-
ities (DPAs), ombudspeople, the ECHR and a number of EU bodies. And even though
the application of these protections into law often falls short of delivering justice, Eu-
ropean citizens have a documented history of making effective use of them (see section
2.1.3). However, the EU policies of privacy regulations are far from perfect. In section
4.4 I list a number of problems of current European approach to surveillance, security

14

14:1584436173



and political privacy, indicating viable ways of solving them in section 5.3.
Because the description of the European model would not be complete without

showing how the regulations interact with national privacy and surveillance laws, I in-
clude the case of France and Germany – two member states whose regulations of privacy
are at the opposite sides of the spectrum, and which are also indicative of the friction
between privacy-oriented and surveillance-oriented trends among the EU members. The
cases of other states, including Poland are not discussed in this dissertation, because they
typically fall somewhere in between the German and French privacy regulation model.
For instance, Poland probably falls close to the French model, especially considering
recent illegal surveillance scandals, such as that surrounding the use of Pegasus spy-
ing software (Nyzio, 2022), the rising over-regulation of security, and unproportional
anti-terrorist initiatives (Soler and Górka, 2017). Hence, including Poland instead of, or
even next to France and Germany, would not add much to the general point I am making
about the existence of three paradigms of privacy regulation. Moreover, the legal as-
pects of privacy protection in Poland have already been widely analyzed by, to name but
a few, Szpor (2000), Frączek (2013), Kuczma (2017), Chmielarz (2019), and Łakomiec
(2020).

Aside from comparative study of privacy regulations in the EU, the US and China, I
make use of techniques developed within conceptual engineering. Conceptual engineer-
ing is a philosophical movement, which acknowledges the constitutive power behind
concept making, as opposed to the traditional approach, typical of analytic philosophy,
of taking as the central point of reference the natural sciences and assuming that all
relevant concepts are merely discovered, and not created by the scientists and scholars
involved in the process of theorizing about a specific phenomenon.

In both law and political science, similarly to other social sciences, key concepts are
often not rooted in physically tangible, observable phenomena. More importantly, legal
theorists and political scientists are responsible not only for providing accurate descrip-
tions of the observations of social and political reality, but also for creating workable
theories and concepts, which have the potential for spurring social progress and pro-
moting understanding of the conflicts surrounding established liberties and freedoms
such as the right to privacy. Koch (2021, p. 1956) summarized the aims of conceptual
engineering as follows:

Conceptual engineering is typically described as a means of achieving at least two

goals at once: the semantic goal of changing what certain terms or expressions

mean in a language, and the practical goal of effecting certain real-world changes,

such as changes in linguistic practices or people’s classificatory behavior.
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CHAPTER 0. 16

In my work, I postulate that the concept of privacy is one which is adaptible, that
is, what "privacy" means is eligible for revision whenever the existing definitions fail
to protect its target values – people, relationships and activities – in a new context.
Similarly as is the case with the concept of democracy (Coppedge et al., 2021, p. 4),
interpretations of privacy do not have an unlimited scope. In particular, the concept
of privacy cannot be knowingly misinterpreted and still produce democratically valid
regulations. Contrary to this, the attempts to restrict the right to privacy in this way are
now observed in all case countries, which I consider in chapter 2.

Conceptual engineering of privacy has already taken place within the surveillance
capital community. The conceptual transformations of terms such as "client", "user",
"service", as well as the deflated notion of consent and agreement in so called "user
agreements", which I describe in section 4.1 are in reality nothing other than engi-
neered meanings of concepts, which we had been familiar with, but which have been
re-designed to make our intuitions align with the business models of surveillance cap-
ital firms. We need novel conceptual solutions capable of dealing with privacy-related
problems in a systematic way. Zuboff referred to this strategy as "naming and taming",
and pointed out that:

The point for us is that every successful vaccine begins with a close understanding

of the enemy disease. The mental models, vocabularies, and tools distilled from

past catastrophes obstruct progress. We smell smoke and rush to close doors to

rooms that are already fated to vanish. The result is like hurling snowballs at a

smooth marble wall only to watch them slide down its facade, leaving nothing but

a wet smear: a fine paid here, an operational detour there, a new encryption package

there (Zuboff, 2019, p. 62).

In the meantime, conceptual engineering has been identified as a way to "fix" lan-
guage by creating new concepts, which would still be legitimately connected with our
past intuitions, received a lot of attention from scholars. It has proved to be a method-
ologically novel and powerful way to break away from the normative v. descriptive
dualism, adding value to all disciplines where ethical considerations play an important
role in progress. This includes not only philosophy, but also technology, medicine,
political science, sociology, and many others. Following the basic tenets of conceptual
engineering, I assume that concepts such as privacy and democracy are ultimately repre-

sentational devices, which require fixing and fine-tuning when they turn to be defective
(Cappelen, 2018, p. 3).

The term "conceptual engineering" has first been used by Blackburn (1999), but
other forms of referring to the same approach to conceptual work have been present in
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Haslanger’s work on race and gender (as "ameliorative projects) and Burgess and Plun-
kett’s "conceptual ethics" (Haslanger, 2000; Burgess and Plunkett, 2013; Plunkett and
Burgess, 2013). In this disseration, conceptual engineering is of particular importance in
chapter 1, where I design a novel theory of privacy and connect it to historical accounts
analyzed in section 1.2.

Aside from the comparative method and the theoretical framework of conceptual
engineering, I use a range of methods from analytical political theory, a movement,
which Blau (2017, pp. 14–16) characterized as involving the following assumptions:

– even in political theory, researchers may need to engage with empirical research;
in case of my research problem, empirical research using big collections of data,
as well as measurement indices for evaluating, for instance, the efficacy and scope
of censorship and surveillance;

– in political research, it is common that researchers might not know about, or be
using a method or an approach that would positively contribute to the research
problem at hand help us, thus expansions of methodological toolkit should be an
available option; in this dissertation, such expansion happens through intentional
use of conceptual engineering in chapter 1;

– political research should be problem-driven, starting with a clear social or political
problem, which requires theoretical attention in order to be solvable, or at least
more approachable; in this work, the originator problem is the conflict between
democratic principles and mass surveillance of citizens, as performed in the recent
years by authorities of both established democracies and non-democracies.

Over the course of my work on the problem of political privacy and surveillance, I
did my best to adjust to the advice by Goodin (2017, pp. 18–19) on how to write analyt-
ical political theory, including submitting early versions of my findings to be presented
and discussed as widely as possible and eliminating unnecessary cases and informa-
tion from my the main line of the argument concerning privacy and democracy. The
latter also justifies my decision to rely on an already established notion of democracy
in the form of V-Dem’s seven principles, instead of theorizing about democracy along-
side privacy. In case of the aforementioned originator problem, the need for theoretical
contributions arises around the point of defining privacy – that is, it is not clear how to
interpret "privacy", although this choice has major impact on the arguments which can
and cannot be formulated in the public debate about privacy violations – and not in that
we lack intuitions on how to understand democracy in that same context.

Also in agreement with Goodin (2017, p. 18), the key distinctions in this dissertation
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can be treated as arguments, though some are more defeasible than others. In case
of the distinction between political privacy and its remaining elements, there is little
room for negotiation in how my argument is structured. Since my primary claim is that
political privacy is uniquely connected with democracy, and that it needs additional,
special protection, its existence is necessary for everything that follows. This of course
does not mean that I postulate a sharp division between personal privacy and political
privacy. As I will argue, political organizations cannot exist without individuals, and
the success of political endeavors ultimately depends on the state respecting individual
rights and freedoms of people who undertake these initiatives. The gateway theory of
privacy, which I developed in section 1.3, has become a useful interpretative framework
where political privacy can be defined in a relatively intuitive way, making it easier to
apply.

Aside from conceptual analysis, which I use extensively in the initial segment of
chapter 1 in order to understand how the concept of privacy was used in law, politics
and ethics in the past, I make use of the following theories and framework related to an-
alytical political theory: positive political theory, contractualism, reflective equilibrium,
and interpretation of legal and political texts.

Positive political theory is a part of political theory, which comes into play when an
attempt to go beyond description and normative analysis is made. Hamlin (2017, p. 193)
said that "the ubiquity of positive political theory sometimes renders it invisible", but at
the same time provides us with "explanations of political phenomena and behavior that
are both crucial to our understanding of politics and essential to our normative discus-
sion". In case of this dissertation, I tried to go beyond comparing what the particular
governments and institutions do versus what they should be doing. Thus, I focused on
the essential components of democratic state and show their connection to the zones of
citizens’ activity, which are made possible through privacy protection, or those which
are crucially dependent on it.

Helping with this is contractualism, a method which allows me to address specific
normative questions within moral and political philosophy via considering a group of
idealized agents, who may choose to accept or reject particular solutions under speci-
fied conditions or constraints (Quong, 2017, p. 65). The conditions that I put forward
are, in case of citizens, a willingness to see the seven principles of democratic state sat-
isfied at least in the minimum. On the side of the governments, surveillance agencies
and surveillance capitalist firms, I assume that they act and set their agendas according
to the specific logic of operation, to which each category of stakeholder is committed.
For instance, I follow Zuboff in considering surveillance capital as a form of economic

18

18:1093113451



power which adheres to a knowable, describable trend emerging from, roughly, neolib-
eral economy and regulatory vacuum (see section 4.1).

The method of reflective equilibrium, a tool which allows bringing principles and
judgments into a kind of agreement, is something that I adopt from Solove (2021) in
claiming that the so called "privacy paradox" does not give rise to a valid anti-privacy
argument. Solove characterized the "privacy paradox" a situation where respondents
claim that they value privacy highly, but act in a way which stands in contradiction
to their declared belief. In this case, a principle of respect for privacy is in an appar-
ent conflict with the judgments made in contexts such as using the social media ran
by surveillance capitalist firms, buying technology known to have a government "back
door", and so on. Solove shows that there exist many factors other than the support for
the general principle, which contribute to the final judgment in each situation. Similarly,
I assume that there may exist a range of contributing causes behind people’s everyday
choices regarding privacy and surveillance.

Finally, there are methods, which appear in this dissertation indirectly, but without
which many arguments which I make would not be successful. Studies and analyses
appearing in sections 4.4.2 and 5.1.2, for instance, use quantitative and qualitative data
analysis, and involve hypotheses which are testable only within data-rich environments.
Historical institutionalism, rational choice theory and qualitative methods, such as sur-
veys and opinion polls, also feature in many of the studies which I refer to. Because the
general argument about political privacy that I am making is built upon these individual
findings, the methods necessary to obtain them are just as relevant to the conclusions of
my work.

Overview of the chapters

This dissertation deals with a variety of topics and themes, often requiring a separate
review of literature and state of the art research. Hence, no general literature review
will be summarized, either here in the introduction or later on. All relevant sources are
mentioned in relation to specific questions and claims, which I take on as my arguments
progress. This has an additional advantage of having produced little to no theoretical
surplus. That is, every study and theory, which appear in the text are relevant to the
main argument.

In chapter 1, I inspect the historical theories of privacy and propose a novel account
of privacy in the form of the gateway theory of privacy. Based on the gateway theory, I
then develop the concept of political privacy in section 1.4.
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In chapter 2, I use comparative model building to derive three paradigmatic ap-
proaches to privacy regulation based on three case studies: the US, China, and the EU
(with France and Germany as examples within the EU).

In chapter 3, I show that the right to privacy has a dual nature. On one side, it protects
the individual, unique lives and freedoms. On the other, it protects collective agendas,
which are necessary from the democratic perspective. I examine case studies of violation
of privacy, which did demonstrable damage to valid social or political agendas.

In chapter 4, I discuss how political privacy relates to global economics and public
security, relying on the notion of suveillance capitalism as defined by Zuboff (2019).
The considerations about the psychological aspect of privacy are combined with the
recap of the state of mass surveillance, both in terms of technical and technological
efficacy, financial viability and the resulting rise in public security.

Finally, in chapter 5, I combine the thresholds of political privacy protection with
the seven democratic principles. Next, I discuss limits to surveillance which ought to be
satisfied to give minimal protection to democracies. I also make several policy recom-
mendations concerning the European approach to surveillance and privacy regulation.
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Chapter 1

From the general theory of privacy
toward political privacy

1.1 Criteria for the political theory of privacy

Despite its growing importance in politics in the recent years, the question of privacy
remains understudied in political science. As I will argue in section 1.3.4, the results of
this neglect are catastrophic to the civil society, because no reliable theoretical frame-
work exists, which would allow the (often silent) majority of citizens to express their
preferences and join the power struggle among the already organized stakeholders. Cur-
rently, the average citizen is presented with two choices. The first is to claim that privacy
is a natural right of an individual and fully subscribe to the fundamental postulates of
liberalism. This path is problematic, because, at least for some, a commitment to indi-
vidual liberty over dedication to their community creates an undesirable landscape of
social reality. But then, why would the only alternative to this stance be to authorize
full governmental surveillance of citizens’ behavior? The second alternative available to
citizens is just that – a choice to cede the right to privacy, leave no aspects of their lives
unobserved, in other words, have "nothing to hide".

In this dissertation, I will argue that the primary reason why citizens are forced to os-
cillate between these extreme attitudes is not because national security and freedom are
mutually exclusive. Rather, the issue is that there exists no theory of privacy which al-
lows the citizens to formulate the claims to protect their privacy from mass surveillance
and other forms of governmental infringement without accepting a comprehensive ide-
ology of liberalism and individualism, including social, cultural and economic attitudes,
which many citizens find unacceptable. In the words of Edward Snowden:
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CHAPTER 1. 24

In contemporary life, we have a single concept that encompasses all this negative

or potential space that’s off-limits to the government. That concept is “privacy.”

[...] The word “privacy” itself is somewhat empty, because it is essentially indefin-

able, or over-definable. Each of us has our own idea of what it is. “Privacy” means

something to everyone. There is no one to whom it means nothing. It’s because of

this lack of common definition that citizens of pluralistic, technologically sophisti-

cated democracies feel that they have to justify their desire for privacy and frame it

as a right. (Snowden, 2019, pp. 207-208)

In the light of this statement, the ultimate goal of this thesis is to bring privacy out the
realm of indefinability or over-definability, based on an expectation that a common def-
inition of privacy will be a tool which the citizens may use to their advantage in their
quest to stop mass surveillance or other forms of government privacy violation. More-
over, this tool should be compatible with the varied intuitions citizens have concerning
personal privacy and other areas which shape their individual and communal lives, in-
cluding views on the economy, social structure and domestic politics.

The list of basic requirements with respect to the theoretical framework supporting
the notion of privacy which I propose is as follows:

(a.) the core of the framework must be independent of terms strictly related to the
current state of technology;

(b.) the framework must be centered not around the means of privacy protection, but
around the ultimate value to which privacy is instrumental, that is, human life,
dignity and activity;

(c.) the framework must support a theory which is cross-disciplinary and uniform
throughout contexts and cultures;

(d.) but must at the same time allow for differentiating between individual and social
(communal) discovery of person’s life and the discovery conducted by the state;

(e.) the resulting theory must allow for abstracting away from those social, political
and economic convictions which are not fundamental to the concept of privacy.

As for (a.), I will argue that, despite the tech industry trying to convince us of the
contrary, technology does not change much in the concept of privacy. Our expectation
of privacy depends significantly on culture and social-economic circumstances, but it
does not depend on whether we use a smartphone or not. Moreover, even the fact that
we rely on technologies which perceptibly infringe on our privacy does not mean that
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CHAPTER 1. 25

we accept the infringement (Solove, 2021). A good theory of privacy must allow non-
technologically fluent citizens to fight for their rights without mastering the specific
language of technological progress or narratives of national emergency.

Related to this is (b.), which states that the concept of privacy suitable for wider
public debate must not revolve around intermediary concepts, such as information. A
step in the right direction was taken by Moor (1991), who proposed that instead of pro-
tecting information, we talk about protecting "situations" from happening in the public
eye. I take this initiative a step further by requiring that the theory of privacy focuses on
what privacy ultimately protects, that is, zones of personal activity which constitute our
family, work and social life. In doing this I acknowledge the instrumental character of
the right to privacy and postulate that privacy be seen as a necessary means of protection
of human life. In other words, privacy regulates the relationship between shared and
restricted realms of personal activity, in which it bears certain (though limited) resem-
blance to ownership of property. Further parallels between privacy and property will be
drawn and explained throughout this dissertation (see section 1.4).

The requirement posed in (c.) addresses one of the most difficult aspects of defining
privacy, that is the fact that it appears as a central problem in an overwhelming range of
disciplines, including, just to name a few, health care and nursing (Mlinek and Pierce,
1997; Bäck and Wikblad, 1998; Leino-Kilpi et al., 2001; Lemonidou et al., 2003; Petro-
nio et al., 2004; Malcolm, 2005; Appari and Johnson, 2010; Liang et al., 2011; Avancha
et al., 2012; Al Ameen et al., 2012; Zhou et al., 2014; Patil and Seshadri, 2014), devel-
opmental and general psychology (Garbarino, 1977; Berscheid, 1977; Parke and Sawin,
1979; Altman et al., 1981; Newell, 1995; Van Manen and Levering, 1996; Barbopou-
los and Clark, 2003; Bersoff, 2008; Smith et al., 2011), child advocacy (Feshbach and
Feshbach, 1978; Melton, 1987, 1983; Jackson, 2004), data analysis (Du and Atallah,
2001; Clifton et al., 2002; Wang et al., 2005; McSherry, 2009; Hardt and Rothblum,
2010; Mohan et al., 2012; Wu et al., 2013), communication and social networks (Chen
and Rea Jr, 2004; Gross and Acquisti, 2005; Zhou and Pei, 2008), job performance and
satisfaction measurement (Duvall-Early and Benedict, 1992).

Considering this plurality of occurrences, can privacy be defined uniformly across
disciplines? In section 1.2, I present historical attempts at creating a cross-disciplinary
theory of privacy together with their criticism. Subsequently in section 1.3, I present a
novel theory of privacy that allows for explanations related to various zones of personal
or group activity, which fit into a multi-disciplinary context. The proposed definition of
privacy, although general, easily lends itself to the specific fields of application, regard-
less of their scope or relation to technologies.
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As for the variance in approaches to privacy across cultures, the theoretical frame-
work which I propose allows for expressing in terms of the same theory different philoso-

phies of privacy accepted by various cultural communities. Therefore, the framework
itself does not enforce a range of decisions in specific cases, but instead allows for
formulating plausible justifications for making a particular decision with respect to the
protected zone of activity, e. g., a relationship (I introduce the concept of a zone of
activity in section 1.3). Similarly, we may use the framework to explain the differences
between approaches to privacy across cultures, or explain and interpret the motivations
behind specific decisions concerning privacy protection or infringement in a particular
situation.

One of the novel features of the theory which I advocate for is that it differentiates
between various forms of oversight, including the difference between surveillance and
sousveillance and between the oversight conducted by the state or its representatives and
that by fellow citizens or communities. What motivates this requirement is an observa-
tion that countering state surveillance should not require that we give up the tendency
to spy on our neighbors, friends and children. Such motivation may seem paradoxical
initially, but upon closer inspection it presents itself as rather practical. Of course, one
might always use the mechanisms of democratic governance to better oneself through
oversight, but I argue that self-improvement should not be taken as a prerequisite for
securing the rule of law, especially where citizen’s have no influence on the shape of
institutions of oversight and the availability of public choice in the matter.

Finally, (e.) requires that in considering privacy we are able to abstract away from
irrelevant social, political and economic convictions. I will argue that privacy in its
political dimension is not an inherently liberal notion. At its core, political privacy is
available to everyone, as long they believe that the role of the state is to serve its people.
Later in chapters 4 and 5 I reconcile political privacy with national security and the rule
of law. By relying on the flexibility of the framework which I develop in this chapter, in
my further considerations I exclude the purely personal aspects of privacy, such as, for
example the discomfort of a person being photographed at a public event. Intuitively,
personal privacy depends much more than political privacy on personal convictions and
beliefs. Nevertheless, as I analyze the historical literature on privacy, cases concern-
ing personal privacy are mixed, by necessity, with those related to public life and the
relationship between the public and the state.
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1.2 Historical theories of privacy in law, ethics and politics

1.2.1 Privacy as nonintrusion

One of the few unchanging elements of the public debate on privacy is the resentment
towards various forms of technological development for facilitating privacy infringe-
ments. In fact, the very first version of the right to privacy discussed in the context of
public activity was called "the right to be let alone" and is closely related to the history
of technological progress of the photography industry.

In 1884 George Eastman revolutionized the photography market. The photographic
plates, which photographers had carried around together with all chemicals needed to
develop a picture, were replaced by gelatin-based paper film with the application of dried
gel. The invention has been first introduced to the market in 1888, when Eastman’s first
camera, Kodak, was advertised with the words "You press the button, we do the rest".
The Kodak consisted of a box camera together with 100 exposures which were later to
be sent to the company and developed by a specialist (Coe and Gates, 1977). In 1900
the Eastman Kodak company introduced an easy to use camera called Kodak Brownie,
the price of which was $1. From then on photography became available to the mass-
market consumer (Jenkins, 1975), including children, as well as military service men
who documented the events of WWI.

With the introduction of further inventions like flash bulbs and compact cameras,
the Golden Age of photojournalism began. Following the standard set by the Berliner

Illustrirte Zeitung in 1901, journals started printing photographs inside every issue, thus
creating the modern news magazine format (Ganeva, 2008, p. 53). It was now not only
possible to report in the form of an image the news of war, but also to take pictures of
people attending theater plays, concerts or simply enjoying a walk down the street. And
so, photojournalism faced all the same ethical dilemmas as regular plain-text journalism,
among them, privacy concerns and discomfort of those who the photojournalists picked
as their subjects (Thomson, 2019). From the most prominent masterpieces of photojour-
nalism like the work of Riis of 1890 (Riis, 2018, 1971) to the daily press coverage of
the local cultural events, photographs available in the press were the source of fear of
surveillance and anxiety of having one’s private life become the object of public atten-
tion (Twigg, 1992, pp. 307-308). It was believed that, as Warren and Brandeis (1984, p.
76) put it:

Instantaneous photographs and newspaper enterprise have invaded the sacred precincts

of private and domestic life; and numerous mechanical devices threaten to make
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good the prediction that "what is whispered in the closet shall be proclaimed from

the housetops." For years there has been a feeling that the law must afford some

remedy for the unauthorized circulation of portraits of private and the evil of the

invasion of privacy by the newspapers, persons; long keenly felt, has been but re-

cently discussed.

Quite in line with their times, Warren and Brandeis treated a violation of privacy
primarily as a type of spiritual harm, which is not reducible to mere material damages
caused by the fact of having one’s images made public. Rather, they viewed the violation
of privacy as far more damaging than bodily injury, because the mental pain and distress
caused by the inability to withdraw oneself from the public attention make the individual
incapable of handling the growing complexity of everyday life (Warren and Brandeis,
1984, p. 77). In other words, their approach to privacy stated that an individual stripped
from their privacy is no longer able to meaningfully partake in social life and maintain
control over their own everyday affairs.

In order to introduce privacy violation into the legal discourse, Warren and Brandeis
make use of the classification of personal rights introduced in rulings and published later
by Cooley (1906). The aforementioned "right to be let alone" originally consisted in the
right of complete immunity against the effects of physical violence, including emotional
and psychological damage (Cooley, 1906, p. 29):

The right to one’s person may be said to be a right of complete immunity: to be

let alone. The corresponding duty is, not to inflict an injury, and not, within such

proximity as might render it successful, to attempt the infliction of an injury. There

is very likely a shock to the nerves, and the peace and quiet of the individual is

disturbed for a period of greater or less duration. There is consequently abundant

reason in support of the rule of law which makes the assault a legal wrong.

Warren and Brandeis proposed that the right to be let alone be extended to include the
non-physical invasions into the private life of an individual. They claimed that the in-
formational and emotional well-being of an individual should be protected on a par with
their property and physical integrity. Otherwise the full scope of the right to let alone
would lack sufficient legal protection. Moreover, Warren and Brandeis believed that as
various technologies evolve, new measures of privacy protection will have to be devel-
oped in order to ensure the immunity of an individual from being observed.

This observation alone provides a valuable perspective on the relationship between
privacy and technology as they have been perceived in the recent years. In particular, a
popular view that the current technology, whatever it may be for the moment, challenges
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our conception of privacy is trivial (Agre and Rotenberg, 1998). After inspecting this
initial piece of history of legal discourse on privacy, it is natural to conclude that the
social interest in privacy is typically due to some new technological development which
brought with itself new forms of surveillance. And as far as the law is concerned, there
would have been no talk of privacy without the disruptive technologies which continue
to subject our society to discomfort and harm.

The theory of privacy proposed by Warren and Brandeis has become known as the
nonintrusion theory of privacy (Moor, 1991). And although solid evolutionary justifica-
tion for privacy is presented in the exposition of the theory, the definition of privacy as
the right to be let alone proved simply inadequate. As Moor (1991, p. 71) pointed out,
whenever we approach a person in the street we are not letting them alone, but at the
same time, no invasion of privacy takes place. On the other hand, when we are subjected
to surveillance, our privacy is violated, even though, strictly speaking, we are being let
alone.

Despite its shortcomings, the theory of privacy as nonintrusion has been a ground-
breaking accomplishment in the debate on privacy. In their original 1890 paper, Warren
and Brandeis bring together a series of common law cases which until that time had
remained unrelated, including Yovatt v. Winyard (1820) and Abernethy v. Hutchin-
son (1825), and Prince Albert v. Strange (1849), and defined privacy violation as their
common element. The cases concerned, respectively, the theft and usage of veterinary
medicines by an employee; an attempt by a student to publish in the Lancet lectures
given by other people; and the usage of images of Queen Victoria and her husband
Prince Albert without their consent. Warren and Brandeis demonstrated that the bases
for rulings in such cases were regulations protecting personal rights and interests related
to privacy, such as property, honor and personal image.

Post (2017, p. 261) called this version of nonintrusion theory of privacy descriptive.
That is, privacy is identified through the factual feelings of the victim of intrusion while
the corresponding general definition of the right to privacy remains vague. Bartczak
(2013, p. 7) also pointed out that despite significant publicity, the ideas of Warren and
Brandeis initially went unnoticed by the American judiciary and it was not until the
seminal paper by Prosser (1960) that the theory of nonintrusion has gained considerable
influence among the legal scholars of the time.

Prosser started off with the theory of Warren and Bradeis and by analyzing extensive
jurisprudence related to the right to privacy, arrived at a normative theory of privacy.
The main objective for Prosser was to unify the content of the right to privacy, that is,
explicate what the right to privacy is about. His conclusion was that there are at least four
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separate categories of torts related to privacy (Prosser, 1960, p. 389), namely intrusion,
public disclosure, false light publicity and appropriation. Intrusion was understood as
an illegitimate interference in seclusion and private matters of a given person, public
disclosure as making public facts which humiliate a person. False light publicity brings
a person into a false light in the public eye, while appropriation consists in usurping
someone’s name or likeness.

Prosser’s legal classification of instances of privacy violation does not bring much
clarity on what privacy is in general. Bartczak (2013, p. 11) indicated that since
Prosser’s paper in 1960, no equally groundbreaking concept of privacy has appeared
in the American legal theory and that this impediment carries over to the European theo-
ries of the right to privacy. Should privacy violation be a single legal category, as Warren
and Brandeis proposed, or a collection of various categories which relate to each other
in some way? Bartczak argues that identifying the content of the right to privacy as it is
to be defined by law requires obtaining a general definition of privacy first.

One conclusion which follows from observing the historical development of the non-
intrusion theory of privacy is that law and legal theory do not provide a satisfactory
answer to the question what is privacy? Consequently, the debate followed two rather
separate paths from that point onward. For one, the philosophical and political interest
in the problem of privacy resulted in a theory of privacy as control of information in the
1980s. However, the legal disputes related to the right to privacy had not ceased just
because legal theorists and academics lacked a proper understanding of privacy. Hence,
via a parallel path, appeared a short-lived theory of privacy understood as liberty or
freedom to act in personal matters.

Section 1.2.2 provides a short exposition of the theory of privacy as freedom to act in
personal matters. Similarly to the non-intrusion theory of privacy, the theory of privacy
as freedom to act is an ad hoc legal construct, which nevertheless contributes to the task
of finding an operational definition of privacy. A more theory-oriented discussion of
the concept of privacy begins in section 1.2.3 with the theory of privacy as control of
information.

1.2.2 Privacy as freedom to act in personal matters

The theory of privacy as freedom to act in personal matters arose from a judicial debate
following the ruling in Griswold v. Connecticut case (1965). Although it is a perfect
example of ad hoc legal philosophy and although both the justification itself and the
application of the right to privacy to deliver the ruling for the case are debatable, the
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considerations about the case contained some surprisingly accurate insights pertaining
to the nature of privacy.

Griswold v. Connecticut (1965) is a landmark American case, but perhaps not so
much due to privacy issues as for its meaning to the public debate on access to con-
traception. The case started with a physician, the director of the Planned Parenthood
League of Connecticut, being convicted as accessory in a state law violation for giving
a married couple information about how to avoid pregnancy. The end result of the case
has been a judicial conclusion that the right to privacy prevents states from making il-
legal the use of contraception by married couples. The case became a foundation for
further cases concerning personal liberties related to sex and family planning, including
Roe v. Wade (1973) and Lawrence v. Texas (2003), both of which have been argued for
on the basis of privacy.

The majority of the judges, including William Orville Douglas, Earl Warren, Tom
C. Clark, William Joseph Brennan, Jr. and Arthur Joseph Goldberg, found various legal
justifications for protecting what they called the zone of privacy which arises from a
relationship of a married couple. Even Hugo Lafayette Black, who offered a dissenting
opinion to the legal justification of the majority, called the law which prevented married
couples from using contraception offensive (Moor, 1991; Grey, 1983). The source of
disagreement in the case was in fact not the conviction of whether the right to privacy in
the case demands protection or not, but rather, which particular laws implied its protec-
tion. For many years since the ruling in this case, the dominant view has been that the
right to privacy imposes a limit on governmental power. Rubenfeld (1989, p. 737) thus
summarized the role of the right to privacy in the legal order of the state:

By all accounts, however, the right to privacy has everything to do with delineating

the legitimate limits of governmental power. The right to privacy, like the natural

law and substantive due process doctrines for which it is a late-blooming substitute,

supposes that the very order of things in a free society may on certain occasions

render intolerable a law that violates no express constitutional guarantee.

Despite its theoretical underdevelopment, the theory of privacy as freedom to act intro-
duced several breakthroughs into the debate on privacy. It has been the first documented
example of the right to privacy operating within a conflict between citizens and the state
and not, as has been the case before, between citizens as legal equals. Note that the very
idea of protecting the freedom of an individual to act in personal matters only makes
sense in the context where the intrusion from the government is taken into perspective.
Thus, the treatment of the right to privacy of a citizen against the state is a manifestation
of the legitimacy or illegitimacy of the government.
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Another revolutionary development linked to this particular theory of privacy is the
idea that even in the absence of any laws to protect the right to privacy, the expectation
of privacy and the entitlement to protect this expectation remain in full power. The first
to submit this idea for discussion in Griswold v. Connecticut case was W. O. Douglas,
who argued that the right to privacy (at least with regard to the marital relationship)
predates the American constitution and all subsequent laws and that it derives from
the natural law. Rubenfeld (1989) supported this argument by claiming that any law
which imposes on the fundamental right to privacy is totalitarian in nature, because of
the degree to which the consequences of such laws regulate the life of an individual.
Rubenfeld contributed to establishing the right to privacy as the necessary means of
maintaining control over one’s own existence.

The theory of privacy offered in section 1.3 relies heavily on the above observations.
It also aims to recover the notion of a zone of privacy and precisify its meaning. In the
theories of privacy which focus on information, like those presented in section 1.2.3, the
notion of a zone of privacy had been obscured. However, those theories offer further
unique reflections on the nature of privacy.

1.2.3 Privacy as control of information

Despite its very general character (Israel and Perry, 1991), the concept information has
brought about a powerful movement of conceptual transformations in philosophy of
mind, epistemology, aesthetics, philosophy of science, philosophy of language, ethics
and metaphysics (Floridi, 2002). The techniques rooted in information and data sci-
ence have brought about new methods of research in natural and cognitive sciences
(Bliss, 1967; Borne, 2009, 2010; Marx, 2013), economics (Einav and Levin, 2014; Var-
ian, 2014; Collins, 2016; Mullainathan and Spiess, 2017), social policy (D’Amuri and
Marcucci, 2017; Salganik, 2019) and security research (Kim et al., 2014; Akhgar et al.,
2015; Crampton, 2015), to name but a few.

Many contemporary theories of privacy take as their foundational concept the notion
of information. Moor (1991, p. 74) claims that this is due to the rise of information tech-
nologies, perceived as being capable of invading the privacy of individuals in a manner
unprecedented in the history of technology. Moreover, in a wide range of contexts in-
formation functions as a currency or an equivalent of currency (Lennon, 1999; Berthold
and Böhme, 2010; Harviainen and Savolainen, 2014; Stilwell, 2018). And since it is
information that is exchanged, spent and monetized, it is natural to try to build a theory
of privacy centered around the notion of information.
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Fried (1984), Beardsley (2017) and Westin (1967) defined privacy in terms of control

of information. Fried emphasized that it is not the quantity of information made known
to a third party about an individual that demonstrates the level of privacy, but rather the
fact whether the information has been made known or withheld according to the decision
of an individual (Fried, 1984, p. 209):

As a first approximation, privacy seems to be related to secrecy, to limiting the

knowledge of others about oneself. This notion must be refined. It is not true, for

instance, that the less that is known about us the more privacy we have. Privacy is

not simply an absence of information about us in the minds of others; rather it is

the control we have over information about ourselves.

Fried further argued that in order to be able to maintain control over their personal in-
formation, an individual should be able to not only decide what information is made
known to a third party, but also to what degree of detail the third party should be in-
formed (Fried, 1984, p. 210):

Privacy, thus, is control over knowledge about oneself. But it is not simply control

over the quantity of information abroad; there are modulations in the quality of the

knowledge as well. We may not mind that a person knows a general fact about

us, and yet feel our privacy invaded if he knows the details. For instance, a casual

acquaintance may comfortably know that I am sick, but it would violate my privacy

if he knew the nature of the illness.

Along with his theory of privacy, Fried presented many sound psychological and behav-
ioral argument for privacy protection. However, most of his arguments operate inde-
pendently from the theory which Fried presented. A similar theory was formulated by
Westin, who defined privacy as follows (Westin, 1967, part 1, para. 3):

Privacy is the claim of individuals, groups, or institutions to determine for them-

selves when, how, and to what extent information about them is communicated to

others. Viewed in terms of the relation of the individual to social participation,

privacy is the voluntary and temporary withdrawal of a person from the general

society through physical or psychological means, either in a state of solitude or

small-group intimacy or, when among larger groups, in a condition of anonymity

or reserve.

An important accomplishment in Westin’s proposal is the idea that not only individuals
have a claim to privacy, but also groups and institutions. Another noteworthy remark is
that privacy in some way conditions social participation, though Westin only aimed his
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thesis at the social participation of an individual, focusing on the relationship between
an individual and a group. I will bring this claim to full generality later on in section
3.2.1, when arguing that privacy conditions social and political participation of groups
and institutions as well, although perhaps for reasons different than those discussed by
Westin, because the relationship between a group and an individual is not of the same
nature as the relationship between the state and the subordinate groups, institutions and
individuals.

In an attempt to strengthen the theory of privacy understood as control of informa-
tion, Beardsley (2017, p. 65) went on to declare that the claim to privacy comes into
realization in the form of a right of a person to decide when and how much of their
personal information is revealed to others. However, even assuming the most amicable
interpretation of privacy as control of information, its theories are not only insufficient
in many respects, but also brought serious setbacks compared to previous theories of
privacy. Below I discuss selected problems of this theory and then, in section 1.2.4, pro-
ceed to present a theory of privacy which shifts its focus from information to the concept
of activity.

Moor (1991, p. 75) argued that although control of information bears some rela-
tion to privacy, it cannot be defined as privacy because there are frequent situations
in which control of information is lost, but privacy has not been breached or invaded.
For example, information about the tax reports of politicians is often discussed pub-
licly or between individuals and while said politicians have no control over the spread
of information, there is no violation of privacy to speak of. Moor also points out that
if control is construed to mean direct, personal control of information, most everyday
interactions are equivalent to giving up our control of information unconditionally and
without restriction, because it is impossible to control how the information exchanged in
a conversation will be disseminated. In other words, we are giving up privacy whenever
we tell anyone anything about ourselves. Such formulated theory of privacy trivializes
the pursuit of setting boundaries between privacy protection and admissible behaviors
in everyday situations.

Having pointed out the lessons learned from previous conceptions of privacy, I will
offer my own critique of privacy understood as control of information. Most impor-
tantly, the focus on information, although expressing the enthusiasm of having entered
the information age, has dangerously obscured the power dynamic related to privacy
violation. Privacy as control of information fixates upon the what instead of the who

of privacy. And so, even though the claim to privacy has been granted to groups and
institutions in some of the theories of privacy as control of information, the opportunity
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to keep an eye on the relationship between an individual and the state and also that of a
group and the state is lost for good. Once the control over a given piece of information
is lost, it is not just our peers, but also the authorities and business agents who can ex-
ploit the information to their advantage. In my view, this flaw, that is, the fact that the
discovery by peers v. by public authorities are not distinguished, is detrimental to the
theories of privacy as control of information, as it effectively prevents the debate over
political aspects of privacy.

A proponent of the control of information theory of privacy might claim that this
is indeed a minor flaw. After all, the categorization of the recipients into groups with
which information is shared could be an element of the specification of the extent to
to which the information is shared. But would this prevent privacy violations? I argue
that it would not and, as a matter of fact, does not. Even if we allow, in the spirit of
full control over information, for hand-picking specific targets on case by case basis, we
do not exclude many known privacy violations in the citizen-state dynamic. Consider
for example the 2012 case of eight UK activists who were put under surveillance in
relation to their political campaigning (Evans and Lewis, 2012). The undercover police
officers, besides forming long-term relationships with the activists which included, in
some cases, having children together, served as informants for the state throughout the
relationship. Set aside the various ethical aberrations of justice which accompany this
case, let us examine the information control which the activists had in the process of
surveillance. Even though they could hand pick the specific person who receives each
piece of information, they had no choice as to whether the information will be relayed
to the surveillance authorities or not.

Clearly, the privacy of the activists has been violated, but where does the violation
originate? For one, it does not come from the fact that personal information has been
shared with a person who did not earn the trust of the activists. In fact, the undercover
policemen worked continuously to earn the trust of their victims. The violation also
does not originate from the idea of a person sharing the information they have with the
authorities. If this were the case, reporting any crime, actual or suspected, would count
as privacy violation. Even the theory of privacy as control of information must make an
exception here.

So what goes wrong with privacy in cases like these? As I will argue later in more
detail, the central problem which constitutes privacy violations in such cases is the fact
that the state gets involved where it has no business being involved, namely, in the most
intimate aspects of activists’ lives. And so the problem was not that the activists did not
know the identity of the people they share information with (because they did) and it
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was not that the people who received the information relayed it to the authorities (they
may chose to do so). Rather, the problem is in the deception of the information source,
in the fact that the targets of information are not who they seem with respect to the state,
i.e., that they are falsely appearing as if they were not policemen, but regular citizens.
In other words, the privacy violation is in that agents of the state are cleverly hidden
from the sight of their victim. This problem, however, cannot be spelled out in terms of
theory of privacy as information control.

Another serious problem with privacy as control of information is that control relies
on the subjective preferences of an individual to share information about themselves.
The theory does not impose any limits on the obligation to respect such personal pref-
erences, making privacy a question of unrestricted and and unconditional personal free-
dom of an individual. This approach is not only utopian, but also simply unattainable.
Proposing such theory of privacy in conditions of a complex social and political order
misses the point entirely, particularly considering that even some the first theoreticians
of privacy, such as Warren and Brandeis, accentuated the importance of defining privacy
in a way that allows setting reasonable boundaries on social interaction.

1.2.4 Privacy as undocumented personal knowledge

Another concept of privacy focusing on the notion of information was proposed by Par-
ent (1983), who also offered a critique of the theories of privacy then known, including
the theory of privacy as control of information. Stemming from this critique is one of the
desiderata which Parent defines for a satisfactory theory of privacy, which will become
central towards the end of this chapter:

To define privacy as the control over (all) information about oneself implies that

every time I walk or eat in public my privacy is compromised. The implication flies

in the face of common sense. An adequate conception of privacy must not allow

for the possibility that a person’s privacy can be violated simply by observing him

openly engaged in public activities. (Parent, 1983, p. 344)

The core idea of this requirement is that a person should be able to maintain certain
elements of privacy regardless of the situation. Although on the grounds of the theories
we have inspected so far this requirement does not stir much controversy, it will become
quite problematic for the theory of privacy as restricted access discussed in section 1.2.5,
which relies on the notion of a situation in deciding when the privacy of an individual
has to be respected and when it can be reasonably invaded.
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In the context of the arguments discussed in the end of section 1.2.3, Parent formu-
lates the following additional desiderata:

Any adequate definition of privacy must allow for the possibility that persons can

exhibit a lack of respect for their own [privacy –AS]. (Parent, 1983, p. 344)

Therefore, according to Parent, a good theory or privacy must allow for carelessness
and ignorance to be reflected in the level to which an individual’s privacy is protected. In
other words, a good theory of privacy presents privacy protection as optional in the sense
that privacy is seen as a depletable commodity which, once lost, may be impossible to
regain.

Keeping these desiderata in mind, Parent defined privacy as "the condition of a per-
son’s not having undocumented personal information about himself known by others"
(Parent, 1983, 346), where personal information is understood rather broadly as the in-
formation that one does not want known about themselves. Parent specifies two typical
reasons to consider information personal. First, information refers to facts which most
people in a given society choose not to reveal about themselves, except to friends, family,
advisers and others with whom they form a confidential relationship. Second, informa-
tion refers to facts about which a particular person is extremely sensitive and which
he therefore chooses to conceal. As an example of the latter type, Parent discussed a
man’s height, which for a short person, may be a source of shame and therefore, relate
to information which one chooses to never reveal.

Instead of focusing on the control of information, Parent addresses the content of

information as the classifier for privacy protection. There are at least three critical flaws
which follow from this type of formulation. The first one is that of subjectivity of the
target of protection. Similarly as in the theory of privacy as control of information, in
the theory of privacy as undocumented personal knowledge the issue of protection has
to be decided on a case by case basis. The only difference between the theories in this
respect is that instead of asking for an individual’s preference, we evaluate their emo-
tional connection to each piece of information. In practice, however, the only way we
have of learning about an individual’s emotional state is by asking them. Consequently,
the theory of privacy as undocumented personal knowledge suffers the same weakness
as privacy as control of information. It defines privacy as relying on subjective decisions
of individuals, which in turn makes systematic privacy protection problematic.

Another problem of Parent’s proposal is that the resulting theory is both too broad
and too narrow. As Moor (1991, p. 76) pointed out, there are many ways in which
we may learn that a given man is short and which do not require any privacy violation.
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For example, we may observe during a public meeting that the man is wearing elevator
shoes or simply notice his height compared to people around him. Similarly, some
wide known facts, although undocumented, can be spread without the threat of privacy
violation. Furthermore, a fact that a particular man is an alcoholic is a good example of
information which people exchange without violating the man’s privacy and which the
man is likely to want to conceal from public knowledge. For a case in which the theory
is too narrow, consider the following situation. Alice gets access to Bob’s computer
and copies Bob’s diary to a folder shared between Bob and Carl. At no point Alice
looks or gathers any information about Bob. However, it is clear that Alice has violated
Bob’s privacy. Moor notes that this situation would be correctly classified by the theory
of privacy as control of information but not by the theory of privacy as undocumented
personal knowledge. In this sense, Parent’s proposal is a step back in formulating an
adequate theory of privacy.

Finally, in my view, the most destructive flaw of Parent’s theory is that the depen-
dence on content as the classifier for protection defeats the purpose of protection al-
together. Consider the following situation. Alice wants to reveal in public some in-
formation about Bob. Bob tries to stop Alice by claiming that the information to be
revealed constitutes undocumented personal knowledge about Alice. The only way to
decide whether the information can or cannot be revealed is by inspecting its content.
However, the process of inspection by a third person is already making the information
known to others. In practice, the third party would not be a single person, but most
likely a group. It is not reasonable to expect that all members of such a group will re-
spect confidence, unless they are so obliged by the law, e.g. as would be the case for a
judge or legal counsel. In turn, every case of making the information public would have
to pass the same content inspection every time that the person whom the information
concerns claims that it constitutes undocumented personal knowledge. This means that,
potentially, most publications in the press have to be first inspected by in a court of law
or by another arbiter sworn to secrecy. Thus, a strong objection to the theory of privacy
as undocumented personal knowledge is that it is immensely impractical.

1.2.5 Privacy as restricted access

The theories of restricted access are among the most successful contemporary theories
of privacy. They are generally classified by indicating what it is that we are restricting
access to, that is the range of states of affairs to which privacy is attributed. Among
the candidates for this range are the following: (i.) information and persons themselves
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(Allen, 1998; Gavison, 1980; Powers, 1996), or (ii.) situations (Moor, 1991). Both types
of theories, despite their shortcomings, offer valuable insights into the social perception
of privacy.

The initial theories of restricted access concern the limitations of access to persons
in the physical sense and also to information or knowledge about them. Powers (1996)
blended the two targets of protection in naming a theory of restricted cognitive access.
Allen (1998) and Gavison (1980), despite agreeing on the basic range of protection
targets, offer theories which have rather distinct motivations and consequences. While
Gavison (1980) advocates the non-reductionist approach to privacy, that is a claim that
privacy is not to be treated instrumentally as a means of protection of other interests,
Allen (1998) relates privacy to liberal values and promotes what she calls the liberal view

of privacy. In comparison, Gavison’s theory does not enforce such broad ideological
commitments, despite being qualitatively the same theory to Allen’s in terms of core
conceptual framework.

Allen (1998, p. 724) binds privacy with the liberal conception of private property
and the liberal conception of private choice. The parallel between privacy and property
is expressed as follows:

We associate privacy with certain places and things we believe we own, such as

our homes, diaries, letters, names, reputations, and body parts. At the core of the

liberal conception of privacy is the notion of inaccessibility. Privacy obtains where

persons and personal in- formation are, to a degree, inaccessible to others.

In sketching out this analogy, Allen derives from an earlier work of Hefferman (1995)
who explicated the seclusion privilege as a key aspect of privacy. The notion of seclusion
privilege will be of critical importance in section 1.3 and is characterized as a one of the
second tier rights of an individual. The rights of the first tier are those which individuals
can exercise in both public and private places. They include a variety of well-established
rights, like the right to freedom of expression, but also other rights sometimes not cap-
tured by any legal act. The second tier rights impose a requirement of seeking seclusion
on an individual willing to exercise them and thus yielding to social taboos. For exam-
ple, it is common for the authorities to impose a seclusion restriction on sexual activity.
At the same time, they extend the scheme of liberty constituted by the first tier rights.
Hefferman (1995, p. 741) motivates this extension as follows:

[P]rivacy rights presuppose a seclusion privilege. They rest on the premise that peo-

ple should be able to engage in activities that run counter to widely shared norms

when they do so in private places. Seclusion thus plays a special role in sustaining
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what the Court has termed "the right to differ." Seclusion allows for a flourishing

of difference beyond that which society tolerates in public places because it cuts

people off from direct contact with the outside world. As a general matter, then, pri-

vacy rights build on liberalism’s traditional concern with individual development,

creating a zone of liberty in private places that is more expansive than that in public

places.

In what follows I will build upon this fundamental feature of privacy to enable us to
do within a zone of privacy what is unacceptable outside of it. This notion contradicts
the nowadays frequent argument against privacy protection known as nothing to hide

argument.
Despite deriving from the strong motivation of the seclusion privilege, Allen’s theory

of privacy does not seek a guarantee for unconstrained execution of (potentially publicly
unacceptable) behavior within the bounds of a zone of privacy, but rather relates privacy
to independence in decision-making:

The liberal conception of private choice is the idea that government ought to pro-

mote interests in decisional privacy, chiefly by allowing individuals, families, and

other nongovernmental entities to make many, though not all, of the most important

decisions concerning friendship, sex, marriage, reproduction, religion, and political

association.

One of the critical flaws of this formulation is that it imposes an extremely vague limita-
tion on privacy by making it contingent on the type of decision in question and whether
it lies within the scope of individual’s personal independence or outside of it. In other
words, such defined privacy can only be properly described after it is settled what ex-
actly a person can and cannot decide for themselves. Subsequently, access to means of
making those decisions is either restricted or approved by the public authority. Even
assuming that the decisions are categorized on the basis of type and not case-by-case,
we are still left with a notion of privacy fluctuating with virtually every legal act and
judicial proceeding. After all, it is the sole purpose of the law to determine what we can
generally decide for ourselves and implement this assessment, either via deregulation or
explicit acknowledgement, and what is decided for us. Thus defined notion of privacy,
through its dependence on choice, is essentially undiscoverable and therefore mean-
ingless. There is no doubt that privacy does allow for independent decision-making.
However, I will argue in section 1.3 that uninhibited decision-making is but one of the
many benefits which acting within the zone of privacy offers and should not be viewed
as its defining element.
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Gavison (1980) makes a case for a notion of privacy which requires much less back-
ground ideological commitments than Allen. Moreover, Gavison makes explicit the
methodology of formulating a theory of privacy which is prevalent in legal, political,
and psychological literature on the subject. Namely, theories of privacy are formulated
in a way to make precise the nature of our concern and fear related to privacy loss.
Consider, for example, the following statement (Gavison, 1980, p. 423):

Our interest in privacy, I argue, is related to our concern over our accessibility to

others: the extent to which we are known to others, the extent to which others have

physical access to us, and the extent to which we are the subject of others’ attention.

This concept of privacy as a concern for limited accessibility enables us to identify

when losses of privacy occur.

This motivation is uniformly exhibited in all theories of privacy considered so far. In
the most straightforward terms, privacy is the idea born out of our fear of being watched
when we do not want to be watched, of being touched, moved and bothered when we
seek to not be engaged with, of our actions being scrutinized when we want to act free
from judgment. We intuitively recognize the limits of this need and accept that we will
be watched, touched and otherwise engaged with when we do not wish for it, because
such are the necessities of sharing territory and resources with others. However, we
seek the right to build zones within which we cannot be interfered with, where we can
do what in a wider context would be inadmissible, objectionable, offensive or disgusting
to others.

Whether we chose to be inside our own home or go outside and regardless of the
weather conditions, we have a human need for shelter. Even when there is no imminent
danger to be encountered in our area and when it is perfectly possible to conduct all our
everyday activities in the streets, hardly any person chooses to be homeless. After all,
shelters do offer protection from various threats and inconveniences, which may be one
of the reasons why the evolutionary history has fixed the need for shelter in the set of our
mental competences (Taylor, 1988). A very similar and related evolutionary competence
is that of seeking a balance between communal activity and privacy (Schaefer et al.,
1999). Similarly to the need for shelter, we need to be alone at times, regardless of
whether we have something to hide from our community or not (Schudy and Utikal,
2017). Our need for protection does not have a quantitative character (Benndorf and
Normann, 2018), which suggests that we do not normally consider our privacy to be a
tradeable resource.

That being said, it is important to note that as far as the fear which motivates the
effort to develop a theory of privacy to be subsequently adapted into privacy protection
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procedures is understandable, the methodology of developing the theory does not have
to be limited to explicating neither instances nor the general nature of this fear. A theory
of privacy does not have to be essentially the theory of when privacy gets violated, as
long as privacy violations are explainable in terms of that theory. In case of the theory
of restricted access like that of Allen or Gavison, the source of privacy violations is
rooted in the fact that others have access to us or information about us. Consequently,
the solution to the problem is offered in the form of the capacity to restrict the access
necessary for violations.

A much more constructive version of the theory of restricted access is that proposed
by Moor, who views the object of privacy protection in the notion of a situation. Thus,
Moor describes privacy as privacy in a situation (Moor, 1991, p. 76):

[A]n individual or group has privacy in a situation if and only if in that situation the

individual or group or information related to the individual or group is protected

from intrusion, observation, and surveillance by others.

Moor makes an effort to differentiate the direct target of protection from what we per-
ceive as objects of privacy violations, that is persons and information. Thanks to this
step, the proposed theory makes it possible to guarantee the protection of persons, in-
formation and other valued aspects of personal conduct, through legitimizing the ex-
pectation of privacy in a situation, as opposed to defining privacy simply as a state of
affairs when persons and information are free from intrusion or access. Compared to
the earlier theories of restricted access, Moor not only provided an explication of what
is threatened by privacy violations, but also a notion of privacy per se.

In his definition of a situation, Moor comes close to Hefferman’s notion of seclusion
privilege (Moor, 1991, p. 77):

The paradigm example of a private situation is a situation in which one is protected

from the prying eyes of others. Private situations are islands of epistemological

sanctuary.

However, the notion of a situation generates certain unique problems. Moor claims that
the definition is purposefully defined in vague terms in order to allow for a wider range
of states of affairs over which protection is to be extended. Consequently, situations
are exemplified in (a.) living in a home, (b.) a relationship between a lawyer and her
client, (c.) using information contained in a computer database, (d.) taking a walk in the
forest, etc. At this stage, the first problem emerges. How is calling something a situation

different from saying just whatever a person does?
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Moreover, some situations have a spatiotemporal component, but not others. Some
of them allow only for a single instance intrusion, but not general intrusions. For ex-
ample, finding someone walking in a forest constitutes a single case of intrusion into
someone else’s situation, but not into the general situation of this person’s habit to take
walks in the same forest.

Further complications (as well as opportunities) follow from the distinction between
natural privacy that is a set of situations in which we are as a matter of fact alone
and unsupervised, and that of normative privacy which encompasses situations is which
we should be left alone and proceed with our affairs without supervision or intrusion
(Tavani and Moor, 2001). Assume, however, that a person maintains multiple situations
simultaneously, which is necessary in order to qualify (b.) and many others as situations
in the first place. Then it is conceivable that a person might combine (b.) and (d.)
within the same spatiotemporally determined activity. Namely, a person is walking in
the forest together with a lawyer with whom one consults the details of their ongoing
legal case. A third person happens to be in a vicinity of the client and his lawyer and
overhears the details of the case. The natural privacy of the duo has been interfered with,
however, the violation is justifiable, for there can be no expectation of privacy in (d.),
so normative privacy does not apply. On the other hand, (b.) is in fact within the scope
of normative privacy. Does the third person have the right to gain access to (b.) simply
by being authorized in their access to (d.)? Of course, the problem here is not how to
interpret a scenario in which someone gains access to a situation by coincidence, but
whether they are justified in listening in to the conversation simply because they have
found themselves interfering (d.), where there is no normative privacy.

Such vague notion of a situation makes is extremely difficult for us to protect (b.)
when it coincides with (d.) spatiotemporally. Analogous problems occur in much more
grievous contexts. For example, are we justified in withholding information about our
personal life from a police or immigration officer? Do third persons have the right to
covertly take pictures of documents which we exchange with someone in a public space?
Are there any limitations on searches performed at the airport security check? Those and
other questions can be argued for and explained on the grounds of privacy but they are
extremely difficult, if not impossible, to adequately spell out in terms of situations.

1.3 The gateway theory of privacy

In the theory of privacy I propose a person has the benefit of privacy when she can
authorize or deny access to her zone of activity, and I define a zone of activity as the
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domain of affiliated behaviors the consequences of which are restricted to the boundaries
of this domain. In other words, the person will be said to have privacy with respect to
a given zone of activity if she controls all its gateways, or points of access, which make
observation possible. Hence, the gateway theory of privacy defines privacy as the ability
to authorize (or deny) access to zones of activity.

1.3.1 The notion of a zone of activity

Zones of activity, although comprising of various instances of behaviors, are not re-
ducible to them. For example, a zone of activity evoked by a marital bond is not
reducible to the class of spatiotemporal events which the married couple undertakes.
It would be counterproductive to attempt giving a comprehensive account of marriage
purely in behavioral terms, even if one were able to consider all future and merely poten-
tial behaviors. Similarly, a zone of activity presents an emergent value, which, similarly
to the notion of a situation, can gain communal recognition or not.

Despite certain similarities with Moor’s situations, zones of activity are not spa-
tiotemporally burdened, nor can they be summarized as just whatever a person does.
Far from it, people can display behaviors which have no affiliation with other behaviors
and do not belong to any known zone of activity. Moreover, zones of activity, although
their catalog is open, are often conventional and it is by convention that their recognition
as protected or unprotected is decided upon.

Certain zones of activity are goal- or value-oriented, other stem from biological or
territorial necessity. Some of the typical originators of the zones of activity include the
following:

(1.) a contract or an understanding between two individuals, e.g. marriage, a lawyer-
client relationship;

(2.) a biological or emotional bond, e.g. a parent-child relationship;
(3.) a territorial, spatial or legal bond, e.g. one’s relations with a neighbor, another

passenger in an aircraft or another citizen of a city or a country;
(4.) a membership in a group, a club or a school, e.g. one’s capacity as a member or a

student;
(5.) a need for self-development and exercising the sense of agency, e.g. one’s strive

for unsupervised experimentation and interaction with oneself and the environ-
ment.
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1.3.2 Protected and unprotected zones of activity

The key aspect of the notion of a zone of activity, which is missing from the situation-
based theory of restricted access, is that no consequences are drawn outside the protected
zone of activity for the actions taken within that zone. This condition does not hold for
zones which are not recognized as protected. Note that protection is not understood
as protection from privacy violations, but rather protection of the person acting within
the zone to be free from consequences of her actions. In particular, these consequences
include being judged by others, being put under investigation, losing prestige, face or
social standing, suffering embarrassment, having a registered record of actions saved for
future use and being overtly or covertly threatened.

A restriction of access, by which I understand the person’s capability to authorize and
unauthorize access of individuals or groups to each of her zones or activity, is a result of
the attempt to exercise protection over those zones. Depending on whether a given zone
of activity is recognized as protected by a wider community, the efforts of one or more
members of the zone to restrict access to it will be either enhanced or handicapped. In
some cases, like that of (b.) in section 1.2.5, courts would exclude evidence gained via

unauthorized access to communications in order to protect the zone of activity endowed
with attorney-client privilege. The exclusionary rule which classifies illegally obtained
evidence as fruit of the poisonous tree is another good example of the social and legal
effort to protect those zones of activity which receive high recognition and protection.

A theory of privacy based on how far we draw the consequences of a person’s behav-
iors may seem unintuitive at first. Consider, however, a situation where there would be
no consequences of our actions, by which I mean no consequences at all. Would we still
care about who is looking at us? In most cases, we probably would not. In particular, the
state of anarchy introduces new patterns of behavior in which the fear of consequences
is diminished. In an anarchic community or context the struggle for power may just as
well eliminate the need for privacy, as the behaviors which are normally suppressed or
kept private increasingly occur out in the open (Goldgeier, 1997). A person’s attempt to
restrict access to one of their zones of activity is validated in that we recognize the legit-
imate interest of the attempt. Sometimes it happens retroactively, like by applying the
aforementioned exclusion rules, and some other times, we recognize the need to create
means of protection which enable the person to prevent unauthorized access altogether.

This formulation of the theory of privacy has several advantages. For one, the theory
is completely independent of the current state of technology and habits of communica-
tion. The zones of privacy may include behaviors which involve various technological
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solutions, some of which will offer better protection than others, but the only important
aspect is that we require that there exist, for each zone labeled as protected, accessible
and privacy-oriented ways to maintain and develop it. For example, even though not all
channels of communication may be entirely private, we require that the person has a way
to communicate with their lawyer within the protected zone and that, when due care to
exercise protection has been taken, the fiction of effective protection is maintained even
in conditions of a violation.

Another benefit of the presented theory is that it stays constant in various cultural,
social and legal contexts, and allows for changes in the list of protected zones of activity.
Many cultural differences relating to privacy can be explained in terms of a disparity in
value which a society ascribes to a given zone of activity. For example, according to
Khoo et al. (2002), Canada and the Scandinavian states are known to be more intrusive
in the zone of activity shared between parents and children. An explication of this fact
in terms of the presented theory is that those states do not agree that the consequences of
actions taken within the child-parent zone should be limited to its bounds. In particular,
they may act upon the belief that a parent ought to be socially and legally responsible
for their actions towards a child, in particular those which consist in what is seen as
maltreatment.

In my formulation, the social-political debate over privacy has as its goal to introduce
or remove items from the list of protected zones of privacy based on their economic,
humanitarian, strategic or practical merit. This type of approach fully accommodates
the need for a cross-disciplinary characterization of privacy, while allowing a case by
case analysis of various zones of activity.

Now I will show how the gateway theory of privacy allows us to engage with the
contemporary debate on privacy. I summarize shortly the two stances in the conflict
of power regarding the right to privacy and show their influence on the state of the art
privacy research. Next, I will offer a middle ground stance formulated in terms of the
gateway theory of privacy, which allows maintaining a normative standard of privacy.

1.3.3 The state of the art in privacy debates

Since the conception of access account of privacy, the academic debate on the topic be-
came fixed upon contrasting it with the control account (Macnish, 2018; Moore, 2003).
Menges (2020, p. 2) even argued that "discussing conceptual questions about privacy
has fallen out of fashion" since the turn of the century.

Two immediate consequences follow from this fact. One, the academic community
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gradually fell into irrelevance as a voice in the debate about privacy in the recent years.
Instead, the conflict concerning the essence of privacy and the scope of its protection
ensued between two camps of the representatives of radical views. The first camp is
that of the signal intelligence agencies, such as the NSA or the GCHQ, and the repre-
sentatives of surveillance capitalists, such as Google, Facebook, etc. The other is that
of privacy advocates who often claim that any infringement of privacy is ultimately a
violation of the inherent right of an individual. I will refer to this group of stakeholders,
albeit simplifying the matter with such use of terminology, as privacy-oriented organi-

zations. In between these two radical stances remains the majority of citizens, who, on
one hand, value security, and, on the other hand, want to protect themselves, as well as
their families and communities, from the social and political system in which the abuse
of power is common.

The second consequence is that the theories of privacy remain centered around the
notion of information since the opening of the debate between the control and access
accounts. In this sense, the conceptual development of the available theoretical frame-
works ceased to evolve around the time when the role of information in modern technol-
ogy entered the academic debate. One of the serious disadvantages of this formulation
is that any initiative related to privacy relies on the ability to formulate the claim to
protection and the potential damage to protection in terms of information. Moreover,
information-focused framework enabled the definitional loophole to be used in a legal
justification of the controversial Stellar Wind program, a warrantless surveillance pro-
gram initiated under the George W. Bush administration in 2001 and subsequent mass
surveillance programs in the USA. A key argument for evading the necessity of a war-
rant for the surveillance operations was that, as the Bush administration assumed, the
mass collection of data did not count as surveillance, spying or a breach of privacy as
long as no human inspected the collected data. As I will explain in section 1.3.4, this
line of reasoning can only be maintained in the information-based narrative and cannot
be plausibly rephrases in terms of the zone-based gateway theory of privacy. This last
observation will be expanded in section 1.3.6.

Note that the two consequences, that is, the underdevelopment of theories of privacy
in the academic research and the exclusion of the silent majority of citizens from the
debate on privacy in politics are related. After all, the interests of the general population
are outside the scope of activity of both conflicting stances mentioned above. One of
them aims at maximizing the control over the population and the collection of behavioral
data, the other promotes a very specific idea of public interest in which the protection of
privacy becomes a pretext to limit the security measures and communal activities often
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perceived as normal. The latter often ignored the communal and cultural variance in the
perception of personal privacy and cannot be said to be representative of the interests and
attitudes of the citizens. An important factor contributing to the confusion and silence
of the majority is due to the academic neglect of the debate, which allowed the debate
to be framed by the surveillance agencies and the privacy-oriented organizations.

1.3.4 Dualism in the politics of privacy

The two aforementioned conflicting approaches to privacy are here bundled together
not based on their institutional or ideological connections, but rather based on their
distinct relationship with privacy. Namely, the surveillance agencies (which include
both administrative and business organizations) benefit from weakening the expectation
of privacy in the general population and the inflation of the definition of the privacy
breach or infringement. From this perspective, there is little difference between agencies
such as the NSA or GCHQ, and the surveillance capitalists such as Google, Facebook
or Tencent. It does not matter for our current considerations what use these two types
of agents have in mind for the collected data, because these goals do not influence their
approach to privacy. That is, in the words of gen. Keith B. Alexander, their goal is
to "collect it all, tag it, store it. And whatever it is you want, you go searching for it"
(Nakashima et al., 2013). Both the surveillance states and the surveillance capitalists
rely on information encoded in our behavioral data to be able to predict and ultimately
control our behavior. The former primarily aim to control our behavior with respect to
our social and political activity, the latter want to control our commercial activity, in the
form of goods and services which we purchase.

As I said before, the account of privacy as control of information has been used to
justify the mass collection of data by the administration of George W. Bush following
the 2001 attacks in New York. An informative picture of the origin of the American mass
surveillance programs emerges from a book by the Deputy Attorney General in the years
2003–2005 James Comey, who remarks that the legal justification behind indiscriminate
mass collection of data, which was included in the 2001 memo issued by the Department
of Justice’s Office of Legal Counsel, was "so bad as to be facially invalid" (Comey, 2018,
p. 87). The core of the infamous 2001 memo involved narrowing the definition of access
to information so as to exclude certain types of information (metadata), as well as any
method of collecting, searching and processing the information which would not require
immediately involving a human employee. In section 2.3, I will discuss in detail the
relationship between security and privacy and show how it is related to the justifications
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behind the US surveillance programs. For now, however, it suffices to observe that the
restricted access account of privacy was instrumental in enabling the secretive initiative
to start the surveillance programs such as Stellar Wind.

On the other end of the spectrum when it comes to making available to others the
aspects of our lives which are perceived as private are the representatives of the privacy-
oriented organizations, a non-heterogenous group of activists and regular citizens who
advocate for (often extreme) privacy protection measures, especially in the context of
digital and mobile technologies related to mass data extraction. Corresponding to their
claims are various legal and political proposals such as to make protecting one’s own
personal information an ethical obligation (Allen, 2012) and making privacy impact as-
sessments mandatory for businesses (Wright, 2011). The privacy-oriented organizations
are typically in favor of disengagement from social media, in particular when the net-
work is owned by a surveillance capitalist. In many everyday contexts, some version of
pro-privacy stance allows the activists to argue for limitations and obligations which the
general population might consider inconsequential or outright irrelevant. For example,
consider photographers who take pictures of strangers in the street and during public or
commercial events. Many may not be bothered by being photographed in such circum-
stances at all, but street and event photography has been a constant and burning problem
for some, dating back to the times of Warren and Brandeis, who took issue with the fact
that the pictures of their relatives have been published in the newspaper (Warren and
Brandeis, 1890). Regardless of how deeply normalized street and event photography
has become in the recent years, there always remain those who ask whether there is a
way to disallow street photography (Goldstein, 2008) or any covert photography without
prior consent of the photographed (Zeronda, 2010).

Note that there is nothing wrong, at least in principle, with a pro-privacy stance. The
privacy-oriented organizations are multi-faceted and their representatives often display
the level of political and technological knowledge which the general population simply
lacks. Moreover, pro-privacy stance makes sense for the majority of the citizens as
long as privacy protection coincides with the values which the citizens take as their
priority. If it were the case that for the majority of the citizens the harm from allowing
unrestricted street photography outweighed the benefits, street photography should be
banned. However, social values vary between cultures and social groups, and so the
practical choices concerning what is and what is not allowed at the level of citizen-to-
citizen interaction should not be decided by the theory of privacy from the get-go, but
rather by the application of the theory to particular value setting appropriate for a given
collective.
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Pro-privacy stances favor the control account of privacy (as in section 1.2.3), because
it allows for case by case consent concerning actions of others which target private
information and private areas of life. Another important reason for them to rely on the
control theory is that it is the only available alternative to the access view, which allowed
the mass surveillance to be technically categorized as causing no loss of privacy. Hence,
the two conflicting camps appropriated for their own purposes two flawed theories of
privacy based on the concept of information, though their aims and applications of these
theories were contradictory.

For the surveillance agencies, information access account (as in the opening of sec-
tion 1.2.5) provided basis for the technicality solution which enabled the abuses of power
aimed at kickstarting the unwarranted mass surveillance operations. For surveillance
capitalists, it allows the justification behind unrestricted extraction of behavioral data
by using the narrow definition of access to suggest that no violation of privacy will take
place in relation to their service, because the offender is (in many, although not all cases)
artificial intelligence and not a human employee.

In my thesis I will not defend or support any of these groups of interest. I acknowl-
edge that the representatives of both may have legitimate interest in pursuing their re-
spective strategies, even when their actions are not in line with the best interest of the
majority of citizens (more discussion on this point will follow in subsequent chapters).
I propose that instead of picking between two radical stances which do not represent the
social needs of the citizens, we develop a theoretical framework accessible to an average
citizen and use it to craft a political, social and economic reality which suits the needs
of a modern society. I begin by analyzing the latest proposals in the debate on privacy
and embedding the gateway theory of privacy (described in section 1.3) in this academic
landscape. Next, in section 1.4, I will outline the political value of privacy and proceed
in chapter 2 to characterize the relationship between a theory of privacy and statutory
law, privacy laws in particular.

1.3.5 Practical implications of current theories of privacy

Macnish (2018, p. 417) summarized the current state of literature on privacy in the fol-
lowing way: there is a disagreement about whether privacy is a matter or control of in-
formation or access to information, as both accounts offer certain intuitive explanations,
but also lead to fallacies in the sense that it is easy to find intuitive counterexamples
which demonstrate that the definitions of privacy the accounts offer are not adequate.
This long-standing debate has been further obscured by the uncovering of mass surveil-
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lance programs conducted by signals intelligence agencies such as NSA and GCHQ
(Landau, 2013; Lyon, 2014; Bauman et al., 2014).

A notion of privacy, all available versions of which have proven inadequate even in
the 1990s, is now needed to make sense of a new reality in which privacy of citizens
is infringed upon without agreed on legal bases, without legitimacy of executive deci-
sions which lead to the infringement and in manner completely automatic, performed
through mass collection and retention of personal information. Unsurprisingly, both of
the information-focused accounts, that is access theory and control theory, do not deal
with this new challenge too well. In the conditions of mass surveillance, the control
account suggests that the collection and retention of data constitutes a serious breach of
privacy of the citizens, as well as non-citizens who have been targeted by the surveil-
lance operations. As long as the control has not been explicitly relinquished by each
surveilled person or the decision of the court has not been used to overrule the potential
lack of explicit consent, mass surveillance is unacceptable from the point of view of
privacy protection.

Regrettably, it seems that the control account has been the only theoretical tool avail-
able to the supporters of privacy protection so far. The access account (understood as
access to information and not as access to situations as proposed by Moor), adds power
to the project of mass surveillance in that access to information, as used in everyday
language is understood as an actual act of inspecting a piece of information performed
by a human being. According to the interpretation of access to information used by
the Bush administration, an invasion of privacy would require that a human employee
goes through the collected data. This, however, almost never happens considering the
volume of collected data and methods used to inspect it. Moreover, automated keyword
search and other machine-based techniques allow the government to automatically iden-
tify what could qualify as probable cause for privacy invasion, meaning that a human
component necessary to satisfy the conveniently rigid definition of access appears only
after a potential reason for intervention is found.

Despite its undesirable implications in validating mass surveillance, the access ac-
count is far less problematic from a theoretical point of view, at least insofar as the
state of affairs before the emergence of mass surveillance is concerned. Nevertheless,
mass surveillance emerged as a practice met with resistance and protest, both among
the citizens, and the legal and political scholars. Regardless of the received view on
privacy, there has yet to emerge in the literature a view that mass surveillance is gen-
erally morally, socially and politically acceptable. This leads to the formulation of two
immediate problems.
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A problem which arises here is how to make sense of mass surveillance in the context
of privacy. There is a growing need to construct a means of disallowing it, but the details
are not clear. Here enters yet another problem, namely, whether a theory of privacy can
help us in any way to invalidate mass surveillance or limit it in some way.

To address these problems one may choose to disregard the concerns about the uni-
form theory of privacy and aim our attention at the problems where our intuition tells us
that the conflict arose due to the infringement of privacy. In particular, on this view the
citizens would be encouraged to actively pursue the adoption of adequate privacy laws
in their legal systems, even if the emerging concept of privacy is not consistent or does
not offer much in terms of protecting future interest. Effectively, the first view aims at
starting the never ending quest of lawmaking, but it has the advantage of "skipping" the
many years of scholarly debate necessary to understand and operationalize the notion
of privacy in all relevant fields. To put things simply, our first option is to start doing
whatever we feel is right, even if we do not really understand what it is that we are do-
ing. This forget-the-definition view was advocated for well before the public discovery
of mass surveillance, among others by Allen (2013, pp. 21-22), Lever (2013, p. 2) and
Solove (2002, p. 1088).

Another way to approach these two problems is to claim that mass surveillance
is not a valid practice due to reasons other than privacy. Among the proponents of
this approach is Macnish (2018, 2020) and Menges (2020). According to Macnish,
who, similarly to the Bush administration, understands privacy as access to information,
mass surveillance is unacceptable because it threatens the values which are incidentally
among those which privacy protects. Moreover, mass surveillance is experienced as pri-
vacy loss, even though it is not, partly because it facilitates conditions in which privacy
violation is (i.) rational from the point of view of the agent who collects information and
(ii.) impossible to stop for the person affected (Macnish, 2018, pp. 428).

This approach is unsatisfactory for a number of reasons. The argument that mass
surveillance does not constitute privacy loss even though it is experiences as such and
invariably leads to it relies on invalid premises. First, it assumes that the restricted
information access theory represents the notion of privacy in a novel context more ad-
equately than our strongest convictions, all the more so in a situation where the theory
had straightforward counterexamples even before the novel context became apparent
(see section 1.2.5). Considering the fact that, from the methodological point of view,
all theories of privacy put forward so far aimed at correctly describing our strongest
intuitions about what we perceive to be related to privacy, this assumption somewhat
invalidates the effort of theorizing about privacy. Treating a semi-descriptive theory
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proposed in political, legal or ethical doctrine to be fully normative may be available to
practitioners of law, but it is not a valid method for a scholar engaging with the theory at
its origin, that is at a point where its adequacy is a deciding factor for its acceptance or
rejection. If it is an accepted view that mass surveillance constitutes a loss of privacy, as
indeed is the case in the current state of debate, then a theory of privacy which does not
classify mass surveillance as a privacy infringement is no longer adequate. For this rea-
son, the argumentation of Macnish (2018) and Menges (2020) about what would follow,
had the information access theory been correct, is simply pointless.

There are even more reasons to be skeptical about Macnish’s account of privacy.
Assuming that privacy is control of information and that it is only vaguely related to
mass surveillance, it is unclear why the values protected from mass surveillance should
be considered to be unrelated to privacy. In other words, a situation where both counter-
surveillance and privacy protection are supported by the same psychological, social and
security motivations, and where they both protect the same values, what is the point of
differentiating between them, other than to preserve the normative character of privacy
as information access? A similar approach is taken by Menges (2020) who, while at-
tempting to reform the control account in such a way that it does not treat the so called
threatened loss cases as a privacy infringement, proposes that we understand privacy
as control not of information itself, but of control of its source or leeway. His account
mimics the access view in that it does not classify mass surveillance as privacy loss, but
allows for sharing information between people without the loss of control, thus somehow
mending an obvious flaw in a historical theory of privacy as control. Despite disagreeing
with Macnish on the control-access issue, Menges argues that mass surveillance should
be invalidated for other reasons, although he does not specify what those reasons could
be. He simply concludes that "what is normatively and politically problematic in the
NSA and GCHQ case is not that people’s privacy is diminished but other harms and
wrongdoings" (Menges, 2020, p. 19).

Finally, a weakness which Macnish notes himself about his proposal is that it leaves
out a large proportion of the subject matter that a general theory of privacy is supposed
to cover, a fact which becomes visible when the spatial (or territorial) aspect of privacy
is considered (Macnish, 2018, p. 429):

Throughout this paper I have concentrated on privacy of information, while ac-

knowledging also that privacy is a concept that applies to space. I can have a private

space and you can invade that private space without gaining any new information.

Imagine I tell you the exact contents of my bedroom. Shortly thereafter you visit

my house and, without my permission, go into my bedroom. You will have gained
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no new information but you will nonetheless have invaded my private space. Could

a similar argument be made in terms of state intelligence agencies having access to

my email?

If Macnish’s account of privacy is to concern only information privacy and even that only
outside the problem of mass surveillance and other forms of mass oversight, then the
resulting theory does not carry much (or any) relevance to the contemporary challenges
of public debate on privacy, other than a message comparable to the first solution to the
problem of privacy and surveillance, which proposed to forget the definition and focus
on lawmaking.

In what follows I propose that we treat the gateway theory of privacy as a compro-
mise between the control and access approaches, but instead of focusing on information,
treat privacy as means of protecting zones of activity as defined in section 1.3. The pro-
posed theory satisfies the conditions put forth by Menges (2020) that threatened loss
cases are not automatically classified as privacy loss, although mass surveillance is clas-
sified as such. It is not surprising that adopting the view of the NSA on the problem of
surveillance, as Menges (2020) and Macnish (2018) effectively did, results in a temp-
tation to justify that mass surveillance does not constitute a loss of privacy, despite our
strong intuitions to the contrary. However, an adequate theory of privacy should avoid
siding with any of the radical fronts described in section 1.3.4, especially when the the-
ories they lay out have been proven to be mere pretexts for privacy violations.

Additionally, the gateway theory allows for incorporating the subject matter lost in
the theory proposed by Macnish, including the territorial aspect of privacy protection.

1.3.6 The gateway theory of privacy as a middle ground

Access to a zone of activity is similar to having access to a house, or another protected
physical space. Namely, it is enough to have a key or know of another infallible way
of entering to have actual access to the house. This territorial understanding of access
may be helpful in explaining the role of gate keeping in privacy. We are in control of
our privacy if and only if we alone control all the gateways to the zone of activity which
we wish to protect. We may allow others access to the zone or access to a particular
gateway to the zone. In the former case, take a corporate executive who allows his sec-
retary to open the work related mail that arrives at the office. The secretary is allowed
to inspect the contents of the mail and process them according to the instructions pro-
vided by the executive, for instance, to destroy spam and relay all messages which the
secretary deems important. In this case, the executive authorized her secretary to access
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a gateway to the zone of professional cooperation, but not to the zone itself. Therefore,
the secretary is not authorized to search other work related documents of the executive
or to listen in on her phone calls.

Authorizing access to the full zone of activity is a much rarer occurrence. Take a
smart watch which measures the speed and direction of movement, the heart rate and the
geographical location of a runner throughout the training session. The runner may chose
to give access to her zone of activity, e.g., training in preparation to a marathon, either
to her coach or to a non-person, that is, to the application installed on the device which
automatically generates statistics and returns recommendations based on collected data,
without relaying the data further or using it for any other purpose. If, however, the owner
of the app chooses to make use of the provided information to tip the insurance company
about the life expectancy of the runner, it constitutes a breach of privacy and not because
of the lack of control or access to data (information), but because the company used ac-
cess to one zone of activity (training) to invade without consent another zone of activity
(relationship with the insurer) of the runner. In light of the gateway theory of privacy,
the catalog of authorized uses for collected data should always be exclusive, not open.
In other words, the company cannot guarantee the legitimacy of its use of data simply by
making the user agree that company processes the information as its see fit. Those zones
of activity which are private (that is, the gateway to which are protected by the user),
remain outside reach of the company and other parties as long as an explicit consent for
accessing the specific zone of activity or a specific gateway to it are not given.

From now on whenever I will refer to privacy it is to mean privacy in the sense of
gateway theory. For each case and context, to talk about privacy I will need to identify
what zones of human activity are involved and what number and types of gateways
provide access to these zones.

1.4 Embedding political privacy in political philosophy

In section 1.3, I proposed a general definition of privacy, where a person, group or a
collective has (or maintains) privacy relative to a given zone of activity when they can
authorize or deny access to this zone of activity. Such defined notion of privacy allows
for a relatively straightforward transposition onto the realm of political activity of the
citizens.

For each case of interest, one asks: does this particular citizen, a group of citizens
or a collective maintain their privacy relative to the defined zone of activity? And since
identification of relevant citizens, groups and collectives usually poses little problem,
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the only question critical for applying the general notion of privacy to political activity
lies in listing all the specific zones of activity which require protection. Zones of activity
which are related to political privacy will be referred to as zones of political activity. And
since in this dissertation I am primarily interested in the privacy solutions needed for
facilitating a democratic system with the rule of law, I will consider three approximate
thresholds of democracy’s privacy conditions.

The first threshold to pass is that of critical political privacy. If this level of pro-
tection is not reached, citizens of a given state have no privacy relative to the critical

zones of political activity, such as choosing (directly or indirectly) their political repre-
sentatives in areas where representation is standard (e.g. their parliament), exercising
their freedom of speech or organizing political gatherings without the threat of retribu-
tion or violence. Essentially, the critical zones of political activity are those without
which one may no longer speak of a democracy, even when labelling it as "crippling" or
"struggling". Accordingly, I define critical political privacy by referring to the notion of
critical zones of political activity. An important caveat here is that all three categories
for political privacy which I propose here are relative to a catalog of specific zones of
activity which are needed to satisfy the conditions mentioned in the definitions below.
For instance, in case of critical political privacy, one needs to ask which specific zones
of activity must be protected to ensure minimum active involvement in the political sys-
tem. This catalog is up for debate to a certain extent, but I will propose how it may be
formulated in chapter 5.

Definition. A person, group or a collective has (or maintains) critical political privacy

when they can authorize or deny access to the critical zones of political activity, that is

those zones of political activity which are necessary for their minimum active involve-

ment in the political system of a given country.

The next step from the perspective of privacy development is to reach the level of
baseline political privacy. At this stage, one likely starts to categorize the state as demo-
cratic, though perhaps flawed, based on the zones of political activity which are de facto

(and not just de iure) available to the citizens. In a state classified at this level, citi-
zens enjoy protections of some of the most basic rights and freedoms as a consequence
of protecting their privacy in critical zones of activity. However, some of the services
related to health care, social welfare, justice system, and so on, may be significantly
flawed. For instance, social welfare may be conditional on allowing surveillance, which
infringes on an important zone of political or personal activity.

Definition. A person, group or a collective has (or maintains) baseline political privacy
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when they can authorize or deny access to the basic zones of political activity, that is

those zones of political activity which are necessary for and which sustain their active

involvement in the political system of a given country, with possible exceptions.

Finally, a flourishing democratic state in the context of privacy is one which reaches
the threshold of full political privacy.

Definition. A person, group or a collective has (or maintains) full political privacy when

they can authorize or deny access to all standard zones of political activity, that is those

zones of political activity which sustain and encourage their active involvement in the

political system of a democratic state.

Of course, there are many ways to fill in the skeleton of the three proposed definitions
of political privacy with specific solutions. However, the most beneficial development
here is that we may reduce some of the most worrisome controversies around privacy,
for instance the question of whether the NSA had the right to conduct mass surveillance
of the US and EU citizens, to specifying the relevant zones of political activity and the
mode of authorization appropriate for each of them. One no longer needs to ask: but
what do you mean by "privacy"? One only needs to indicate which zones of political
activity were harmed and find the agent (directly or indirectly) responsible for the in-
fringement. One is also free from the need to argue that all surveillance is harmful by
definition.

In subsequent chapters, especially in chapter 5, I will indicate some of the most
important zones of political activity related to the market and economic operation, par-
ticipatory democracy and activism. For now, though, the notion of political privacy
calls for more theoretical context. More specifically, one must place the question of pri-
vacy and political privacy in the theoretical framework typical of characterizing political
philosophies. This framework involves five fundamental concepts, that of an individual,
society, property, authority and the state.

In political philosophy, many of the classical stances may be characterized by refer-
ring to the concepts of an individual, society, property, authority and the state (Rau et al.,
2018, pp. 20-26). First, one defines the features for each of these elements. Here I will
briefly mention two examples of political philosophies, that of John Rawls and James
Buchanan, as an illustration of how the five concepts can be made concrete in different
ways.

John Rawls (1971) viewed an individual as a rational agent, a being conceiving of
justice. Rawlsian society is a result of contract and a forum of social cooperation, while
the state is the institution which guarantees social justice, including just redistribution
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of goods. The meaning of property and authority are instrumental for Rawls. The latter
is an instrument of redistribution of goods, the former – a condition needed for living an
acceptable life and its rational planning (Ober, 2021).

individual

property

society

personal privacy

personal privacy

Figure 1.1: Personal privacy in relation to the
society, individual and property.

society

state

authority

political privacy

political privacy

Figure 1.2: Political privacy in relation to the
state, authority and society.

James M. Buchanan proposed very different definitions of these concepts. Namely,
an individual is equated with homo oeconomicus (Kirchgässner, 2014), while society
is defined as a simple aggregate of individuals, being approximately reducible to them
(Buchanan and Tollison, 1984). For Buchanan, the state (and not the society) is the result
of contract. Moreover, Buchanan pays a lot of attention to the role of property, as the
guarantee of freedom and security of its owner, and the state, defined as a collection, an
institutionalized bundle of guaranteed such as property (Brennan et al., 1980; Buchanan,
1968).

When addressing the question of privacy, one does not need to immediately choose
any specific political philosophy, but it may be helpful to develop one’s intuitions about
privacy in relation to the five central concepts of a political philosophy. In differentiating
privacy sensu largo from political privacy, I argue that their relations to the five concepts
are different, as shown in figures 1.1 and 1.2.

While political privacy creates a direct link between the society, authority and the
state, and only indirectly concerns the individual (insofar as political privacy depends
on personal security and freedom), the remaining scope of privacy, which I will refer to
as individual privacy or personal privacy relates an individual to society and property.

A lot of the confusion behind public conflicts concerning privacy is due to a mis-
taken view that the problem of privacy concerns primarily the relationship between an
individual and the society. Often enough, communal or national security is framed as
"public" good opposed to the individualistic, particular interest of one citizen. This way,
the surveillance authority may try to follow the same logic as they would in case of any
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other communal contribution. For example, taxation is also something that an individ-
ual has to endure in order to contribute to an emergent value, the national or regional
budget. Similarly, the positive effects of this contribution may remain unnoticed at an
individual level. Individuals sacrifice a part of their income and receive security in the
form of public services, which ultimately benefit them more than their untaxed capital
would otherwise.

individual

society

state

property

authority

personal privacy

political privacy

Figure 1.3: Orienting personal privacy and political
privacy among the five key concepts of political phi-
losophy.

In trying to reinforce the intuition that privacy violations are like taxation, surveil-
lance authorities often focus the public attention on the benefits of surveillance, suggest-
ing that, similarly as in case of capital redistribution, privacy also can be an object of
cost-benefit analysis. However, not only there does not exist any sort of market where
privacy redistribution may serve as a regulatory force, privacy, at least in the political
sense, is nothing like taxation or other social contributions. One the reason for this
is that, in the political dimension, privacy concerns the relationship between the state,
authority and the society, and only indirectly between the first two and individuals.

This connection becomes clear when the fundamental notion on which privacy is
built shifts from superficial vehicles (such as information or situation) onto more sub-
stantial building blocks, such as zones of (political) activity, rooted in social relation-
ships and social structures. Of course, one can only conduct surveillance of groups
and collectives via surveillance of individuals, which is why privacy as an individual
right will always require protection in the context of political activity. In the context
of surveillance, the primary target of which is the process of communication, society
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together with its groups and collectives may be reduced to an aggregation of individ-
uals, where each individual is a vertex in a large graph of information flow, emitting
and receiving information. But of course, communication theory, or graph theory for
that matter, do not yield a satisfactory representation of political activity in a society,
and especially of its projective, normative goals. Moreover, the protection of social re-
lationships and other zones of activity which emerge from (hence, are not reducible to)
the involvement of individuals, cannot be fruitfully discussed using a language which
presupposes said reduction. My proposal for the new theory of privacy aims to level the
ground for privacy debates, allowing the stakeholders to (i) identify and defend specific
zones of activity of strategic political importance, and (ii) demand the introduction of
specific legal and technical solutions necessary for protecting political privacy. Con-
versely, surveillance authorities may rely on the proposed theory of privacy in proving
that their activity is socially beneficial and does not necessarily infringe on the zones of
political activity which are of strategic importance.

1.5 Summary

In this chapter I discussed some of the most fruitful theories of privacy proposed in
law, politics and philosophy since the early 20th century, when Cooley (1906) argued
for "right to be let alone", later developed into the first American notion of privacy by
Warren and Brandeis (1890, 1984). I highlighted the valuable aspects of the historical
theories of privacy, as well as analyzed their most serious problems. In this endeavor,
I aimed to identify among them a theory which would satisfy the following aforemen-
tioned criteria:

(a.) the core of the framework must be independent of terms strictly related to the
current state of technology;

(b.) the framework must be centered not around the means of privacy protection, but
around the ultimate value to which privacy is instrumental, that is, human life,
dignity and activity;

(c.) the framework must support a theory which is cross-disciplinary and uniform
throughout contexts and cultures;

(d.) but must at the same time allow for differentiating between individual or social
(communal) discovery of person’s life and the discovery conducted by the state;

(e.) the resulting theory must allow for abstracting away from those social, political
and economic convictions which are not necessary.
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Since none of the existing theories of privacy allowed for obtaining a satisfactory
framework, I proposed my own general theory of privacy, which I called the gateway

theory of privacy. According to the gateway theory of privacy, a person has the benefit of
privacy when she can authorize or deny access to her zone of activity, defined intuitively
as the domain of affiliated behaviors the consequences of which are restricted to the
boundaries of this domain. The name gateway is due to the observation that the person
will be said to have privacy with respect to a given zone of activity if she controls all
its gateways, where a gateway is understood as a point of access (physical, digital, or
otherwise). Note that, as I argued before in section 1.3, the zones of activity, although
comprising of various instances of behaviors, are not reducible to them. Rather, a zone
of activity presents an emergent value, which, similarly to the notion of a situation, can
gain communal recognition or not.

Based on this general theory of privacy, I proposed a theory of political privacy.
Instead of focusing the theory on the person of a politician v. a civilian or a citizen
(as is customary, e.g. in the French legal discourse on privacy), I gave the theory of
political privacy bases in political activity, which gives rise to zones of political activity.
Since in this dissertation I am predominantly interested in the privacy tools facilitating
a democratic system with the rule of law, I introduced three approximate thresholds of
democracy’s privacy level, to be made more precise later in chapter 5.

First, a person, group or a collective has (or maintains) critical political privacy when
they can authorize or deny access to the critical zones of political activity, that is those
zones of political activity which are necessary for their minimum active involvement in
the political system of a given country.

Next, a person, group or a collective has (or maintains) baseline political privacy
when they can authorize or deny access to the basic zones of political activity, that is
those zones of political activity which are necessary for and which sustain their active
involvement in the political system of a given country, with possible exceptions.

Finally, a person, group or a collective has (or maintains) full political privacy when
they can authorize or deny access to all standard zones of political activity, that is those
zones of political activity which sustain and encourage their active involvement in the
political system of a democratic state.

In section 1.4, I presented a way of placing privacy in a general framework of politi-
cal philosophy and argued that the confusion behind public conflicts concerning privacy
is often due to a view that the problem of privacy concerns primarily the relationship be-
tween an individual and the society. I also argued against the view that in the context of
privacy communal or national security is a "public" good as opposed to the individualis-
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tic, particular interest of one citizen. Hence, it is not a valid behavior for the surveillance
authority to follow the same logic as would obtain for just any other communal contri-
bution requiring individual sacrifice.
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Three models of regulating privacy

The relationship between privacy as a political, ethical and philosophical concept and
the right to privacy (together with appropriate privacy laws), that is, privacy as a legal
institution, is strictly hierarchical. While the right to privacy often guides our intuitions
about solving privacy-related problems, it remains, at least from the scientific perspec-
tive, secondary to the political and ethical discourse on privacy. This is not to say that
privacy at the most basic level is a purely normative concept. On the contrary, societies
often differ in their perceptions and expectations related to privacy, including certain
solutions regarding political privacy. However, if one is interested in the relationship
between privacy and the rule of law, privacy becomes a projective concept, one subject
to conceptual engineering methods (see section ). One asks: what kind of privacy theory
facilitates the needed legal and social solutions in the context of modern democracies?
This question differs in nature from both a purely normative "what should privacy be
like?", and a descriptive "what is privacy like in the current state of affairs?". Legal
analyses typically focus on the latter, while ethics targets only the non-political aspect
of privacy. Some of the more prominent ethical and philosophical theories were dis-
cussed in section 1.2. In this chapter, I discuss case studies, which will reappear in the
subsequent chapters, namely, the right to privacy as it functions in the legal systems of
France, Germany (together with the EU regulations), the US and China.

But why discuss the law when, as was just indicated, the law is only a by-product
of the political considerations on privacy? And, also, what motivates the choice of the
case studies? The answer to the first question follows from the feedback between the
law and socio-political attitudes of the stakeholders. Although the law does not provide
any definite or reliable indication on what privacy or political privacy actually is or
should be, it does influence stakeholder’s intuitions, simply because being born or living
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in an ecosystem of specific laws shapes one’s thinking. This, in turn, is likely to have
strong effects on the types of arguments, theories and tools which emerge within privacy
debates and controversies. The choice of case studies is guided by this perspective as
well. The European privacy solutions often revolve around two major forces in European
international politics, France and Germany. The US and China compare sharply with the
European solutions, both because of the historical developments, but also because they
both take a different approach to democracy and modern governance. Socio-political
intuitions concerning privacy will be extremely different in China and those will be
reflected in the Chinese privacy laws. In case of the USA, political solutions have been
documented to exceed the bounds of the national constitution as well as violate the
public’s borderline expectations of privacy. Hence, the introduction into privacy laws is
of methodological value – the three legal and political systems give rise to three main
models of how privacy may be regulated. Knowing the current state of the law, one
may adjust the evaluation of the arguments and solutions with respect to the legal and
economic state of affairs which facilitated them.

2.1 The right to privacy and privacy laws in the EU

From a legal perspective, the right to privacy and the related laws and regulations are
interconnected with regulations regarding other issues. For instance, Gonschior (2017)
investigated the correlation between privacy law in the European Union and the laws
concerning data protection. Although data does carry information, sometimes concern-
ing the zones of activity protected by the right to privacy, the capacity for protecting
privacy via protecting data is limited. Essentially, as was argued in section 1.2.3, pri-
vacy cannot be successfully interpreted as being about information or data, understood
as the carrier of information. And so, although the legal landscape often suggests that
the two domains, privacy and data protection, share a rather close connections, this is
not to say that discussing privacy at a political (or even policy) level requires that one
also decides the many problems of data protection.

In the legal system of the European Union, the right to privacy is considered a fun-
damental human right and is protected under Article 8 of the European Convention for
the Protection of Human Rights and Fundamental Freedoms (ECHR). Article 8 of the
ECHR defines the right to privacy as a universal right to respect for private and family
life, home and correspondence. It also imposes a limitation on the interference of the
public authority to cases where the following conditions are satisfied: (1) there exists a
law which permits the interference, and (2) the interference is necessary in a democratic
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society in the interest of national security, public safety or the economic well-being of
the country, prevention of disorder or crime, protection of health and morals, or for the
protection of the rights and freedoms of others. In this rather general form, Article 8
does not constitute a functional basis for the system of privacy protection.

As Gonschior (2017, p. 241) indicated, the EU privacy protection system had to
emerge somewhat independently from the initial versions of the Treaty on European
Union (TEU), together with systems for protecting other fundamental human rights,
which did not systematize the protection of fundamental human rights. In order to make
up for this omission, the Court of Justice of the European Union (CJEU) within its ju-
dicial activity included fundamental human rights in the general principles of the EU
legal system, which obtain in the process of interpreting and applying the laws and reg-
ulations following from the European treaties, including the TEU. Of special relevance
here was the ECHR. Finally, in the Treaty of Lisbon, the rights and freedoms included
in the ECHR have been acknowledged in Article 6 of the TEU. Thus, the ECHR was
explicitly declared to hold the same legal value as the TEU and other EU treaties. Fol-
lowing the Treaty of Lisbon, the Charter of Fundamental Rights of the European Union
(CFREU) came into force in 2009, bringing into one legally binding document the right
and freedoms previously included in the EU Treaties, the ECHR, case law of the CJEU
and the national constitutions.

Hence, at the most general level, the EU is bound to protect the privacy rights in-
cluded in Article 8 of the ECHR. In the Treaty of Lisbon, Article 7 of the CFREU has
been modified to concern a more robust interpretation of the right to privacy and refer to
the rights guaranteed by Article 8 of the ECHR, except the word "correspondence" being
replaced by a more contemporary "communications". As a result, the limitations which
may legitimately be imposed on the right introduced in Article 7 of the CFREU are
the same as those allowed by Article 8 of the ECHR. Notably, Article 8 of the CFREU
regulates separately the right to informational privacy, that is, the right to protection of
personal data. According to Article 8 of the CFREU:

1. Everyone has the right to the protection of personal data concerning him or

her.

2. Such data must be processed fairly for specified purposes and on the basis of

the consent of the person concerned or some other legitimate basis laid down

by law. Everyone has the right of access to data which has been collected

concerning him or her, and the right to have it rectified.

3. Compliance with these rules shall be subject to control by an independent

authority.
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Unfortunately for privacy protection, no counterpart for paragraph 3 has been estab-
lished for controlling the compliance by public authorities with privacy regulations. Ar-
guably, the European Commission currently functions as the privacy and anti-surveillance
authority in relation to internal and foreign business agents, such as Facebook and
Google. For instance, the European Commission conducted investigations into the pro-
cess of Facebook’s acquisition of WhatsApp, including privacy-related decisions, such
as automated account merging between the two services. The Commission found that:

When Facebook notified the acquisition of WhatsApp in 2014, it informed the

Commission that it would be unable to establish reliable automated matching be-

tween Facebook users’ accounts and WhatsApp users’ accounts. It stated this both

in the notification form and in a reply to a request of information from the Com-

mission. However, in August 2016, WhatsApp announced updates to its terms of

service and privacy policy, including the possibility of linking WhatsApp users’

phone numbers with Facebook users’ identities. (European Commission, 2017)

As a result of this misinformation by Facebook, the Commission has imposed a fine
of 110 million euro. However, the investigation has been conducted under the trade
and internal market scope of competence of the Commission, and not within a mandate
of any privacy-focused body or authority. Similarly, the EU pursues privacy protec-
tion policies via data protection regulations. A good example of such regulation is the
ePrivacy Directive. In December 2020, the ePrivacy Directive was expanded, including
its regulations on user data retention period, the use of online and mobile platforms by
the businesses and the standards concerning scraping data from messaging tools. Ad-
ditionally, the expansion of the ePrivacy Direcitve has been accepted after the GDPR
effectively upended Facebook’s current business model (Denton, 2021) based on mass
collection and practically unlimited use of user data. Although similar policy and reg-
ulatory decisions may be cited for other surveillance capitalist giants operating in the
EU, a significant portion of the enforcement and oversight over compliance with, e.g.,
the GDPR still lies in the hands of watchdog organizations, such as the Irish Council
for Civil Liberties(Chan, 2021). Hence, although there seems to be potential for further
development in privacy regulations in the Commission and other EU institutions, many
elements necessary for full and functional privacy protection are missing, such as the
effective channels of regulation enforcement and appeal.

Barnard-Wills (2013) conducted a horizontal analysis across a set of European legal
documents, focusing on how the topics of privacy, security and surveillance are viewed
within the EU policy-making process. Although the analysis offers limited generaliza-
tion capacity, due to including only a selected sample of documents, the emerging trends
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and patters are suggestive of the development of EU policy-making around security and
privacy. The study found that although the policy discourse concerning security and pri-
vacy is not homogeneous, especially across the member state regulations, the EU-level
governance has a strong impact on security and privacy practices. Barnard-Wills (2013,
p. 175) indicated that the emerging position of the EU towards the conflicting solutions
around privacy and security respect the fundamental rights and freedoms, rather than
"balance" them with security. In other words, security solutions must be developed in
a way which complements (and not contradicts) the fundamental rights and freedoms.
However, although there seems to obtain a broad agreement across the EU policy docu-
ments about the core principles or privacy and data protection, the interpretation of these
principles varies across member states (cf. sections 2.1.1 and 2.1.3). Even more wor-
risome is the fact that the EU and its member states seem to favor increased individual
responsibility and control over systematic solutions, such as privacy by design (PbD) or
developing privacy enhancing technologies (PETs). Although this approach strengthens
the right of the "data subject" (or user), it falls short of providing default safe solutions
to uninformed individuals.

Another major issue when interpreting the study by Barnard-Wills (2013) is the fact
that state surveillance within the member states remains virtually unregulated at the EU
level. Thus, to know more about the limitations on political privacy in the EU, it is nec-
essary to examine in more detail the surveillance, security and privacy regulations in at
least some of the member states. In the following sections I will analyze the regulations
in France and Germany, the two countries which are major voices in the pan-European
discourse on privacy and security.

2.1.1 The right to privacy and privacy laws in France

Similarly as other member states of the EU, France is in the process of implementing the
regulations from the CFREU, the GDPR and the ePrivacy Directive, having previously
implemented the minimal protections stemming from the ECHR. In this dissertation,
the description of the relationship between the French legal system and pan-European
law is left outside the scope of my considerations insofar they do not concern specific
implementation issues. At the national level, the basis of the right to privacy is rooted in
Article 9 of the French Civil Code:

Chacun a droit au respect de sa vie privée.

Les juges peuvent, sans préjudice de la réparation du dommage subi, prescrire

toutes mesures, telles que séquestre, saisie et autres, propres à empêcher ou faire

67:3855125271



CHAPTER 2. 68

cesser une atteinte à l’intimité de la vie privée : ces mesures peuvent, s’il y a ur-

gence, être ordonnées en référé.1

The capability of a judge to prescribe urgent provisional privacy protection measures
in a manner unlimited by the considerations of material (or other) damages incurred as
a result caused Eko (2000, p. 16) to evaluate the French legal system as ultra privacy-
focused: "Contemporary France has one of the most stringent privacy law regimes in the
world. This regime is bolstered by a battery of statutes against invasion of privacy by
the mass media." However, in the context of political privacy, two important provisions
must be made here.

First, Eko (2000) and a number of other scholars who attempted to characterize the
right to privacy in the French legal system (Trouille, 2000) consider privacy to be fully
captured by "the intimacy of the private life" (l’intimité de la vie privée). This definition
closely resembles the theory of privacy as freedom to act in personal matters (cf. section
1.2.2), and thus not only falls short of satisfying the goal of including political privacy,
but compares unfavorably even with the dated theories such as privacy as restricted
access (cf. section 1.2.5).

Even more worrisome is the way that Article 9 is used in the French legal prac-
tice. The usual cases of Article 9 in action concern politicians and celebrities, such as
François Mitterrand, and help them protect their public image (Trouille, 2000, p. 199).
By relying on the sharp division between public and private, the French Civil Code
offers an extremely limited and outdated perspective on privacy violation (or infringe-
ment). Namely, surveillance of any kind does not, at least in principle, constitute a
privacy violation on the basis of Article 9 unless the discovery of the private life does
not become, in some sense, public. And so, contrary to the evaluation of Eko (2000), the
French legal system by way of Article 9, welcomes all forms of state oversight, includ-
ing mass and targeted surveillance, while deploying the measures of privacy protection
to serving the interests political and financial elite against the scrutiny of the media and
the public. In fact, rather than "privacy", a more appropriate word for l’intimité de la vie

privée would be "limited transparency of a public figure".
There remain other ways to demand privacy protection in the French legal system,

including legal actions based on employment law, administrative law, the French Crimi-
nal Code, as well as the so called "petition for civil liberties" and other solutions. Actions

1"Everyone has the right to have their private life respected.
The judges may, without bias towards the need for compensation for the damage suffered, prescribe all
measures, such as sequestration, seizure and others, appropriate for preventing or putting an end to an
invasion into the intimacy of the private life: these measures may, in urgent cases, be prescribed as a
provisional measure" (Translation – AS).
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in relation to data protection may be undertaken with the assistance of the French data
protection authority CNIL (Commission nationale de l’informatique et des libertés, or
the National Commission on Informatics and Liberty).2 However, these practical path-
ways do not make up for the fact that the notion of privacy, hence also the full scope of
the right to privacy, remain undefined on the grounds of the French legal system, as Eko
(2000, p. 17) and Wagner (1971, p. 45) pointed out.

2.1.2 France as a surveillance state

In this section, I briefly sketch the legal aspects of the surveillance solutions adopted by
the French government and various policing and oversight agencies. Dambrine (2015)
offered a summary of surveillance law as of 2015, when the state of emergency has
been introduced, following a series of terrorist attacks which saw as many as 130 people
killed, with the Islamic State claiming responsibility.

Since 2015, the French National Assembly considered the counter-terrorism leg-
islation proposed by Emmanuel Macron’s government, where the state of emergency
allowed extended powers of repression and tools of surveillance to state authorities.
McQueen (2017) claims that since the application of the law about the state of emer-
gency in 2015, the existing regulations have widely criticized as enabling human rights
abuses. Based on the proposals by the Macron administration, some of the most contro-
versial elements of the state of emergency powers were to be constituted as permanent
powers of the French state authority, including, but not limited to: granting police the
right to place individuals under house arrest without trial, to raid homes and meeting
places without judicial consultation, and to ban public gatherings. What is important
here, these measures have been applied almost exclusively against Muslim citizens,
especially those who were "visibly Muslim" (McQueen, 2017). What these changes
demonstrate is a trend to direct surveillance measures against citizens and communities
whose background has been designated as undesirable or in some way problematic by
the state authorities. Here, a default link has been established between Muslim identity
and terrorism though a premise that Islam automatically leads to political "radicaliza-
tion" and aggression. This link, although not formally declared, can be inferred from
how the state of emergency laws have been applied in practice. Another community
which has been demonstrably discriminated against via extended surveillance mecha-
nisms is the African migrant community, where the politicization of state surveillance
fulfilled multiple goals, including discouraging and limiting migration of African nation-

2See Rachel and Amrani-Mekki (2012) for a detailed exposition of the available legal actions.
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als to France, reverse the migration, and enable the creation and testing of tools which
can be used outside the context of migrant communities (Glaes, 2018). I will discuss the
psychological aspects of surveillance used in the process of "othering" in section 4.2.5.

One of the fundamental reasons why robust surveillance practices are viable in
France is the lack of protection against surveillance in the French civil and constitu-
tional law, as explained in section 2.1.1. Another important observation concerning the
de facto evolution of state surveillance in France was offered by Gillis (1989). From the
historical perspective, state surveillance, despite being marketed to the public as a class
of measures targeting primarily violent crime, including major crime such as terrorism,
has been demonstrably effective in preventing property crime in the second half of 19th
and 20th century, but its impact on violent crime in urban environment has been min-
imal. Moreover, based on extensive historical and statistical evidence, Gillis (1989, p.
307) indicated that:

A reversal of the equations shows that crime rates had little or no effect on the

growth of national policing. This, and historical evidence, suggests that state

surveillance expanded less from a specific intent to control crime than from a

broader interest in repressing "dangerous classes," new repertoire of social protest,

and political challenge to the state.

Tréguer (2016, p. 34) pointed out that the French legislative proposals, especially
since the French 2014 Anti-terrorism Law, "greatly reinforced the power of intelligence
and police agencies by circumventing traditional criminal procedures". A clear shift
can be observed in the development of surveillance state in France in the recent years:
from a court-controlled, publicly mandated surveillance, the country is moving towards
a covert, discretionary toolbox of policing solutions. As for the 2015 Intelligence Act,
Mastor (2017) observed that the focus of the French surveillance regulations was not
on counter-terrorism, a solution which would require judicial oversight of policing and
surveillance activity, but aligns with the prioritization of property protection in French
state surveillance efforts as postulated by Gillis (1989).

2.1.3 The right to privacy and privacy laws in Germany

The protection of privacy in Germany is often proxied through data protection laws,
such as the federal Bundesdatenschutzgesetz (BDSG) and related laws in Länder and
other area-specific regulations. However, as was said in section 2.1, data protection
is not quite the same as privacy protection, as privacy extends far beyond the activity
expressed in data.
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According to Krause (1965), the emergence of the laws protecting the right to pri-
vacy in Germany was followed by over 50 years of bottom-up efforts to interpret privacy
protections out of the existing law on the side of German legal community. Similarly as
was the case with Warren and Brandeis, who postulated the right to be let alone on the
grounds of the American legal system (cf. section 1.2.1), in Germany the original initia-
tive in privacy came in the form of a general right of personality proposed by Von Gierke
(1895, 702). Krause (1965, p. 485) noted that:

[T]he German right of personality derives from von Gierke, who first dealt with

the problem in 1895. Many German jurists who were contemporaries of Gierke

supported his suggestion that the law should recognize a "general right of person-

ality." Thus, the right of personality met with early success in terms of theoretical

acceptance, but it did not find a place in the German Civil Code (BGB) of 1896.

The right of personality, remaining outside the code of law, has not been met with
support in the courts either. Cases which involved the right of personality were decided
on the basis of other laws, such as the copyright law, or via judicial constructions over
laws such as that in Article 826 of the BGB (Bürgerliches Gesetzbuch, the German Civil
Code of 1747), interpreted so as to include protections against intentional invasions of
privacy violating "good morals" (Smoschewer, 1930; Krause, 1965). A breakthrough
came in 1954, when the Bundesgerichtshof (BGH, the German Federal Court of Justice)
derived court derived the right of personality from Articles 1(1), 1(3) and 2(1) of the
1949 West German constitution (Grundgesetz 1949), which included an extended cat-
alog of basic human rights (Spevack, 1997, p. 411). The first two articles of the 1949
Grundgesetz have the following form:

Artikel 1 [Menschenwürde, Rechtsverbindlichkeit der Grundrechte]

(1) Die Würde des Menschen ist unantastbar. Sie zu achten und zu schützen ist

Verpflichtung aller staatlichen Gewalt.

(2) Das Deutsche Volk bekennt sich darum zu unverletzlichen und unveräußer-

lichen Menschenrechten als Grundlage jedermenschlichen Gemeinschaft, des

Friedens und der Gerechtigkeit in der Welt.

(3) Die nachfolgenden Grundrechte binden Gesetzgebung, vollziehende Gewalt

und Rechtsprechung als unmittelbar geltendes Recht.

Artikel 2 [Freiheit der Person]
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(1) Jeder hat das Recht auf freie Entfaltung seiner Persönlichkeit,soweit er nicht

die Rechte anderer verletzt und nicht gegen die verfassungsmäßige Ordnung

oder das Sittengesetz verstößt.

(2) Jeder hat das Recht auf Leben und körperliche Unversehrtheit. Die Freiheit

der Person ist unverletzlich. In diese Rechte darf nur auf Grund eines Geset-

zes eingegriffen werden.3

Hence, the right to express one’s personality freely (das Recht auf freie Entfaltung

der Persönlichkeit) became the basis for privacy protection. Interestingly, this provision
corresponds to one of the most fundamental zones of activity (in my sense of the term)
necessary for living a fulfilling life, that is a need for self-development and exercising
the sense of agency, e.g., one’s strive for unsupervised experimentation and interac-
tion with oneself and the environment (cf. section 1.3). The right of personality thus
formulated also allows for extension onto the relationships with others as far as these
relationships are considered a natural part of self-expression. Standard limitations on
privacy infringement and violation, possible only on the basis of the code of law, echo
the solutions of the ECHR. The German Civil Code was promptly amended so as to re-
flect the protections included in the 1949 Grundgesetz, but the right of personality in its
totality was omitted in the codification process, because it was considered too difficult
to define and was left for further informal maturation.

Regardless of its position in the codified civil law, the right of personality was con-
sidered a source right (Quellrecht), from which other rights are de facto derived in judi-
cial interpretation. Among them are, e.g., the right to protection against undue invasion
of privacy of employees and employee candidates, the right to have a dog, the right to
inquire into one’s own parentage in court, and many others (Krause, 1965, p. 501).

Taylor (2002, pp. 75-76) observed that on the basis of the subject matter of Niemietz
v. Germany (1992), a case involving German state surveillance regulations, the Eu-

3Article 1 [Human dignity, legally binding nature of fundamental rights]
(1) Human dignity is inviolable. It is the duty of all state authorities to respect and protect them.
(2) The German people are therefore committed to inviolable and inalienable human rights as the basis

of every human community, of peace and justice in the world.
(3) The following basic rights are binding on legislation and executive power and jurisprudence as

directly applicable law.
Article 2 [Freedom of the person]
(1) Everyone has the right to free expression of his personality, as long as he does not violate the rights

of others and does not violate the constitutional order or the moral law.
(2) Everyone has the right to life and physical integrity; the freedom of the person is inviolable. These

rights may only be encroached upon on the basis of a law .
(Translation – AS)
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ropean Court of Human Rights found that individual’s privacy must by necessity ex-
tend beyond the most "private" (i.e. personal) matters and relationships. Therefore, the
Court’s interpretation of the individual’s "inner circle" echoes the basic intuition behind
the notion of zones of activity. Namely, the "circle" or the zone in which the individual
may be free in living as she or he wishes must not be limited so as to completely exclude
the outside world. To respect the private life of an individual, the Court concluded, is to
recognize and protect her or his right to develop relationships with other human beings.

Moreover, the Court pointed out in the context of Niemietz v. Germany, that:

There appears, furthermore, to be no reason of principle why this understanding of

the notion of ‘private life’ should be taken to exclude activities of a professional

or business nature since it is, after all, in the course of their working lives that the

majority of people have a significant, if not the greatest opportunity of developing

relationships with the outside world (Taylor, 2002, pp. 75-76).

Thus, as Taylor (2002) also observed, the idea that "privacy vests in people", not
places, situations or information, took root in the judiciary solutions at the EU level,
as a response to the limiting interpretations of the right to privacy followed by German
national judiciary in the case. An important lessons follows from this trend, that is, pri-
vacy can and should be exercised and protected also in situations and contexts which
one would consider intuitively "public". In the words of Harris et al. (2014, p. 309):
"the expanding understanding of private life set out in the Niemietz case indicates that
a formal public/private distinction about the nature of the location will not always be
decisive". This is to say that the traditional public/private intuitions, in operation espe-
cially in the French legal interpretations of privacy (cf. section 2.1.1), but also persisting
in German judicial rulings as in case of Niemietz v. Germany, are no longer a reliable
indication of the scope of privacy protection.

2.1.4 Germany as a surveillance state

The social and institutional circumstances which facilitate the emergence of mass surveil-
lance and state surveillance in Germany are rather special. While legitimacy deficits to
state surveillance are still significant in Germany, the state authorities look to legitimize
surveillance operations based on the possibility of retroactive investigation of national
security threats (Schulze, 2015). However, the social reception of state surveillance ac-
tivity is much more negative in Germany than, for instance, in the USA. This includes
strong social opposition to the covert system of policing, which Ross (2007) linked
with a high degree of conflict with higher-order norms accepted in the German society.
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Consequently, German law imposes stricter regulatory constraints on the initiation and
conduct of undercover operations as compared to most EU member states and the USA.

In this section, I signal the main legal solutions which enable state surveillance in
Germany as well as the ramifications concerning the post factum transparency of the
surveillance process, which are typical of the German legal system and law enforcement
(Broeders, 2009).

One of the characteristic elements of state surveillance in Germany is the fact that the
German government and surveillance authorities have implemented, at least to a certain
extent, limitations and due countermeasures which the citizens may take to retroactively
challenge the rightfulness of their own surveillance. One of these solutions is known
as the right to notification and followed from the 1978 ruling of the European Court
of Human Rights (ECtHR) in Klass v. Germany (Hert and Boehm, 2012). Referring
directly to Article 8 of the ECHR, ECtHR laid down basic criteria limiting the power
of the EU member states to conduct surveillance. The catalog of limitations was further
specified in subsequent rulings, while the right to notification was transplanted into the
1995 Data Protection Directive, based on the relative proximity of measures supporting
data protection and those against state surveillance.

In Shimovolos v. Russia ruling, to which German privacy protections laws refer
to, the ECtHR indicated that the surveillance measures must be worded clearly enough
for the citizens to be able to understand the conditions and circumstances in which the
authorities are in power to entertain any measures of secret surveillance or collection
of data. Moreover, a series of minimum safeguards is to be specified in statutory laws,
including the nature, scope and duration of the possible measures, the grounds required
for ordering them, the authorities competent to permit, carry out and supervise the mea-
sures, as well as appropriate countermeasures available. These safeguards, especially
the countermeasures to surveillance, are meant to increase the level of public scrutiny
and decrease the risk of abuse of the system of surveillance, the risk which is very high
in the context of full secrecy. Hence, the ECtHR clearly linked secrecy to the potential
for abusive discretionary actions. In terms of data protection, the right to notification is
well-established in the EU legal system, as well as the national systems of the member
states, Germany included. However, the right to notification for state surveillance is a
relatively recent development and so far has been only implemented in Germany. Es-
sentially, the right to notification requires that individuals be notified about the fact that
they had been under surveillance, though only after the surveillance ceased.

In case of Germany, the impulse to increase state surveillance safeguards came again
in 2006, after the ECtHR ruling in Weber and Saravia v. Germany, where the amendment
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of German G-10 Act4 was contested. The name of the act refers to Article 10 of the Ger-
man Basic Law, which enables the protections of the right to privacy of communication,
and from which the G-10 Act derogates.

As for the right to notification, the ECtHR stated that the right is directly linked
to the effectiveness of surveillance remedies before the courts and court scrutiny of
surveillance. Consequently, the right to notification is one of the milestones, although
by no means a sufficient one, in preventing abuse of power in surveillance. The ECtHR
stressed that the measures against circumventing the right to notification, e.g., by claim-
ing that the notification might reveal the working methods and fields of operation of the
intelligence service, must be put in place, so as to make the intelligence possible without
undue infringement on the surveillance countermeasures. This can be partly guaranteed
by putting in place an independent commission, such as the G-10 Commission in Ger-
many. The G-10 Commission supervises the application of the G-10 Act and decides
whether the notification of an individual is due.

What the case of the right to notification in Germany demonstrates is that the solv-
ability of the surveillance-security conundrum is much higher than commonly antici-
pated. Moreover, some appropriate anti-surveillance measures and tools have been put
in place via the rulings following the cases which German citizens brought against their
state. This of course does not mean that Germany as of 2021 is not a surveillance
state, or that the German government is actively limiting itself to necessary surveillance
measures in the name of democracy and the rule of law. But the success in societal
pressure for the full implementation of the right to notification in Germany signals that
pro-democratic security solutions are not only possible, but also feasible.

2.2 The right to privacy and privacy laws in the USA

Due to the fact that the right to privacy in the American legal system suffered a major
practical restriction after 9/11 attacks on the World Trade Center and the Pentagon, a
detailed analysis of the laws which had been in power before this event would tell us
little about the current state of privacy protection in the USA. Some theories of privacy,
including strictly legal theories, such as, for instance, the theory of privacy as freedom to
act in personal matters presented in section 1.2.2, had emerged in reaction to the impact
of the laws and technologies of the time on the quality of life of individuals. This theme
in the construction of the notion of privacy proved detrimental to the modern debate

4The G-10 Act is the German counterpart of the 2000 Regulation of Investigatory Powers Act of the
UK, or the Foreign Intelligence Surveillance Act of the United States.
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on mass surveillance, in that it facilitated the argument that privacy is not diminished,
unless an individual knows that they are being under surveillance (or their data collected)
and a subjective feeling of shame or humiliation is inflicted upon them.

What is constant in the landscape of privacy protection in the USA, however, is the
lack of constitutional bases for the right to privacy. This problem prompted a range
of creative legal solutions, including (1) approaches which aim to reinterpret the text
of the the United States Constitution and the United States Bill of Rights5 in a way
which makes the most of the available limitations on the powers of surveillance of the
government, and (2) approaches which focus on state protection of privacy and case law.
The latter is well exemplified in adopting explicit privacy protection clauses and acts
by the states of Alaska, California, Florida, Montana and Washington. These and other
states have independently adopted various solution concerning consumer privacy, citizen
privacy, freedom of the press and freedom from censorship or oversight. Similarly, a
number of cases have strengthened the judicial protection of privacy (see Strahilevitz
(2010) for a thorough review of privacy-related cases), but at the same time resulted
in even further diversification of the patchwork of state protections and regulations of
the right to privacy. This prompted Strahilevitz (2010, 2012), Baude and Stern (2015)
and Schwartz and Peifer (2010), among others, to stress the need for reunification of
American privacy laws and creating a positive (as opposed to partial and implicit) model
of privacy in the American legal system.

The former approach, that is, a program of reinterpreting the existing constitutional
provisions in a way which makes explicit the minimum privacy protections, is in itself a
philosophically progressive stance, especially considering the baseline of the American
legal theory and philosophy. One of the key interpretative frameworks used in American
legal theory and doctrine, especially favored by conservative and ultra-conservative ju-
rists and judges such as the late associate justice of the Supreme Court of the United
States Antonin Scalia, is originalism and its even more regressive form, textualism.
Originalism requires that in interpreting any legal text, but Constitution and other foun-
dational documents in particular, one only aims to recapture the original intent and
meaning of the text, and refrains from adding to or updating even the most straight-
forward elements of the legal clause(Whittington, 2013, p. 379). Textualism goes even
further in that it requires that a legal interpreter only seeks the ordinary meaning of the
legal text and pays no attention to any of the extra-textual elements of the law, includ-
ing the intention of the law. Fortunately, as Weis (2013, p. 842) observed, originalism

5Transcripts of both documents may be found US National Archives, url: https://www.archives.gov/f
ounding-docs (Accessed May 10, 2020).
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and textualism are "typically thought to reflect uniquely American anxieties about the
judicial expansion of rights and the place of popular constitutional culture in judicial
review" and have of been of little to no interest to legal and constitutional scholar out-
side the American conservative circle, especially since a number of justifications behind
originalist interpretations do not hold without relying on the existence of a higher power
or some such instance, which makes a legal text in some way similar to a religious text.
In the USA, however, any reinterpretative legal project stands in direct opposition to
both of these formalist theories of legal interpretation and may therefore be considered
progressive in spirit, at least by the conservative wing of the American judiciary. Having
acknowledged the specificity of the American context, one must note that in the legal
culture of the European Union, as well as most other legal cultures around the world,
reinterpretation of legal text according to new meanings of words and phrases is abso-
lutely standard and is considered a normal process related to so called open texture of
the legal language. As such, reinterpretation is commonly used by both progressive and
conservative jurists outside the US.

One of the reinterpretative projects of the US Constitution was described by Hef-
fernan (2016), where attention is given to the Constitutional limits to the government’s
intrusion into the right to privacy of individuals, especially those worded in the First,
Fourth, Fifth, Ninth and Fourteenth Amendments. The First Amendment establishes the
right to free assembly, which in itself broadens privacy protection requirements, as well
as freedom of speech and the press (cf. transcript in the US National Archive):

Congress shall make no law respecting an establishment of religion, or prohibiting

the free exercise thereof; or abridging the freedom of speech, or of the press; or

the right of the people peaceably to assemble, and to petition the Government for a

redress of grievances.

The Fourth Amendment originally aimed to protect the citizen’s spiritual and intel-
lectual integrity, which echoes the early versions of the German general right of person-
ality (see section 2.1.3). It states that (cf. transcript in the US National Archive):

The right of the people to be secure in their persons, houses, papers, and effects,

against unreasonable searches and seizures, shall not be violated, and no Warrants

shall issue, but upon probable cause, supported by Oath or affirmation, and partic-

ularly describing the place to be searched, and the persons or things to be seized.

In requiring that searches and seizures be reasonable, the Fourth Amendment placed
itself in the very center of the contemporary conflicts between the American surveillance
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authorities, such as the NSA, and the American citizens. One of the guiding questions
in the debate on mass surveillance in the US is whether the mass collection of data
constitutes a search (even before the authority inspects the collected data), and if so,
whether the search is reasonable. One of the most dangerous pitfalls in this debate is the
claim that the authority does not violate the Fourth Amendment by merely collecting
the data en masse (hence no search takes place at all) and that the data is only actually
inspected (searched) when probable cause arises, for instance, when specified keywords
are used or when an individual is singled out independently as an element of a network
of interest. Of course, this argument relies on wrongfully equating data collection with
a search and not a seizure, but it suffers from other problems as well. The most critical
is that of oversight and discretionary actions of the surveillance authority. Based on
the case law related to German privacy regulations, one can conclude that there exist
ways to limit discretionary actions and surveillance abuses without compromising the
intelligence prorities of the state. The fact that this observation does not even emerge
in the American context is in itself telling of who decides on the structure of the legal
discourse in this case.

If the government of a surveillance authority violates the Fourth Amendment in order
to collect evidence against a citizen in a criminal case, the Fifth Amendment is likewise
violated automatically. The Fifth Amendment states the following (cf. transcript in the
US National Archive):

No person shall be held to answer for a capital, or otherwise infamous crime, unless

on a presentment or indictment of a Grand Jury, except in cases arising in the land

or naval forces, or in the Militia, when in actual service in time of War or public

danger; nor shall any person be subject for the same offense to be twice put in

jeopardy of life or limb; nor shall be compelled in any criminal case to be a witness

against himself, nor be deprived of life, liberty, or property, without due process of

law; nor shall private property be taken for public use, without just compensation.

The US Supreme Court also recognized the Fourteenth Amendment as a basis for
substantive due process of right to privacy. This was also reflected in case law, including
the aforementioned Griswold v. Connecticut from 1965, Roe v. Wade from 1973, which
concerned the role of the right to privacy in protecting the right to an abortion, and
Lawrence v. Texas from 2003, which concerned the right to privacy regarding the sexual
relations of same-sex couples. The Ninth Amendment is also considered as relating
indirectly to the right to privacy in stating that (cf. transcript in the US National Archive):
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The enumeration in the Constitution, of certain rights, shall not be construed to

deny or disparage others retained by the people.

The Ninth Amendment gained relevance only in the 1980s and afterwards, when
it helped oppose the arguments of some jurists that unless the right is explicitly listed
in the US Bill of Rights, it does not obtain in the US legal system (Lash, 2004, p.
422). In its straightforward declaration of an open catalog of rights and liberties of the
citizens, the Ninth Amendment also invalidates the legitimacy of textualist theories of
legal interpretation in relation to the US Constitution and the US Bill of Rights.

2.3 The US as a surveillance state

The right to privacy, and especially its intricate relation to security which emerged in
the context of mass surveillance technologies, took center stage in the American public
debate after the public discovery of evidence collected and released to the press by a
whistleblower, Edward Snowden. This event prompted immediate attempts to refute the
motivations and meaning of Snowden’s whistleblowing. For instance, Inkster (2014)
claimed that no mass surveillance proper took place, because the NSA did not take action
against all persons whose data it collected, that Snowden did not understand the meaning
of evidence he collected, and that the entire operation was nothing but a particularly
dangerous form of stealing for a government authority. Almost immediately, positions
such as this one have been overtaken by voices of appreciation and calls for scrutiny
of the revealed evidence. Among them was the former Vice President Al Gore, who
famously said (Goldenberg, 2013):

[The NSA] in my view violates the Constitution. The Fourth Amendment language

is crystal clear. It isn’t acceptable to have a secret interpretation of a law that goes

far beyond any reasonable reading of either the law or the Constitution and then

classify as top secret what the actual law is.

The development of the US surveillance state has as of 2021 been the subject of
a massive body of literature, both academic and political. For the purposes of a brief
sketch of legal changes and their consequences, I will discuss only the four critical
turning points. Namely, the legal-political fallout of the 9/11 attacks on the World Trade
Center, the resulting NSA abuse of power as revealed by Edward Snowden, the strong
push toward encryption on the side of surveillance capitalists such as Apple and Google,
and the consequences of the breakthrough following the whistleblowing initiative of
Edward Snowden.
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2.3.1 The 9/11, privacy, and the American war on terrorism

As a response to the American wars in the Middle East, including Iraq, which aimed at
gaining control over natural resources of the region, as well as to the American backing
of the neocolonial military policies and actions of Israel against the Arab nations, the
Wahhabi Islamist group al-Qaeda founded in 1988 by a Saudi Arabian economist and
religious scholar Osama bin Laden initiated four surprise attacks against the US in the
morning of September 11, 2001.

According to the statement put forward by bin Laden, the aim of the attack was to
target the American economy and force the US to withdraw its military and financial
support for Israel (BBC News, 2001). In subsequent statements, bin Laden urged the
American citizens to pressure the White House leaders to "cease the wars and US sup-
port to Israel, rather than succumb to what he called the ideological terrorism exercised
by neo-conservatives" (News Wires, 2009). As for the economic and property damage,
Rose et al. (2009) estimated the total economic impacts using (1) the collection of data
on the relocation of firms displaced by the attack, (2) an estimation of the major source
of impacts off-site, including, in particular, the ensuing decline of air travel and tourism
resulting from the social amplification of the fear of terrorism and (3) an estimation
based on Computable General Equilibrium (CGE) analysis reflecting the direct effects
of external shocks. They found that the economic impact of the attacks was in fact lower
than initially estimated and had no destabilizing effect on the national economy of the
US (Rose et al., 2009, p. 23):

Our best estimate of the economic consequences of these attacks $109 billion in

losses to the U.S. GDP. This represents 1.0 percent for the 12 months following the

attacks. However, there is an indication that the impacts of decreases in business

travel and tourism extended well into a second year, so that this number would be

lower for that extended period.

We conclude that the events of 9/11 did not have a destabilizing effect on the econ-

omy of New York State or that of the U.S. as a whole.

As for the political motivations behind the attacks, the US maintained its support
for Israeli expansion in the Middle East and used the attacks as a justification to launch
a massive international military campaign known as the war on terror (WOT), initiated
by the administration of President George W. Bush. Gouvin (2004) observed that WOT
internally severely undermined the system of checks and balances in the American po-
litical system. Moreover, WOT prompted an overwrought and unproportional American
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response on the international arena, motivated by what Mueller and Stewart (2012) re-
ferred to as the terrorism delusion. The growth of counter-terrorism industry in the US
led to a project of finding a domestic terrorist adversary on one hand, and developing a
system of finding pressure points and connections on the other.

In order to be able to proceed with the project, the Bush administration had to in-
validate a range of protections around privacy and due process, especially the privacy of
data and communication. This led to the abuse of both the American law on the side of
the US government and the discretionary abuses of surveillance powers on the side of
the NSA.

2.3.2 The NSA and the abuse of surveillance powers

The abuse of surveillance powers which followed the WOT and the expansion of surveil-
lance industry in the US, was preceded by the abuse of constitutional powers of multi-
ple institutions in the American government. James Comey, Deputy Attorney General
in the years 2003 – 2005 with the Bush administration and later Director of the Fed-
eral Bureau of Investigation (FBI) recalls the legal hurdles related to the NSA domestic
wiretapping. The legal opinions based on an invalid interpretation of the law in case of
NSA surveillance originated in the Justice Department’s Office of Legal Counsel (OLC),
which Comey called "a kind of Supreme Court within the executive branch" (Comey,
2018, p. 76). According to Comey, when Jack Goldsmith, as the new head of OLC,
"inherited" the legal opinions written by his predecessors following the 9/11 attacks in
2001, it became clear that the opinions were flawed to the extent of being unwarranted.
Comey recalls about the lawyers who issues the opinions (Comey, 2018, p. 76-77):

Those lawyers had attested to the lawfulness of aggressive counter-terrorism ac-

tivities by the Central Intelligence Agency and the National Security Agency. The

president and the intelligence community had relied on those opinions for more

than two years. The opinions were dead wrong in many places, Goldsmith con-

cluded. And the debate within the Bush administration over them was getting nasty.

In a nutshell, the classified NSA surveillance program code-named Stellar Wind,
which the legal opinions in question concerned, was already active at the time. The
Bush administration relied on the flawed opinions for over two years, which meant that,
were the opinions to be subtracted, a significant part of the program would turn out to
had been conducted illegally. Stellar Wind facilitated the NSA surveillance operations
against suspected terrorists and citizens without the need for judicial warrants. The Bush
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administration government became reliant on these operations in carrying out the WOT
campaign, as well as for investigating domestic terrorism.

However, the NSA overstepped even the unconstitutionally extended capacity for
surveillance activities. According to Comey:

What Bush appeared not to know was that the NSA was engaging in activity that

went beyond what was authorized, beyond even the legally dubious, and into what

Goldsmith and Philbin concluded was clearly unlawful.

An intense conflict ensued between the representatives of the new OLC, joined by
James Comey and the United States attorney general John Ashcroft, and the White
House officials Alberto Gonzales and Andrew Card, who pressured the attorney general
to sign papers reauthorizing the domestic surveillance program. In early January 2006,
The New York Times revealed the incident in which Comey and other Justice Department
officials refused to certify the legality of central aspects of Stellar Wind, although not
all details were part of public discovery at the time. The revelation was part of the pub-
lisher’s investigation into the then-rumored Bush administration’s warrantless domestic
surveillance program. In the end, the Department of Justice officially found that the do-
mestic wiretapping under the Terrorist Surveillance Program (TSP) was unconstitutional
if conducted without a court warrant. Under White House procedures, Justice Depart-
ment approval was required in order for the program to be renewed, which meant that
equisite changes had to be made to the program. Despite his declaration that the changes
were indeed to be applied, President Bush saw to it that the warrantless wiretapping, ini-
tially authorized for a "limited period", was seen as permanent, and that processes and
technologies would be made available to accommodate the shift (Landau, 2013, p. 56).

2.3.3 Edward Snowden and the 2013 act of whistleblowing

The original news of the secret NSA program to collect domestic telecommunications
metadata from Verizon Business Networks Services by Greenwald (2013) appeared in
The Guardian on June 6, 2013. On June 7, another news piece appeared, which re-
vealed the existence of PRISM, the NSA program targeting online communication and
collecting data of non-US citizens outside the US, together with the data of people in
communication with them. The extent of cooperation between the NSA, the US gov-
ernment and the US surveillance capitalists was also revealed in the same piece, while
subsequent revelations concerned the surveillance of EU leaders, among others, ahead
of the 2009 G20 Summit and the US and UK mass surveillance of online communi-
cations. Similarly as is the case in China, the American surveillance industry requires
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immense human, technological and financial resources, which makes necessary the hir-
ing of large numbers of contractors and employees with extensive access to personal
data. Edward Snowden, who later became known as the first mass surveillance whistle-
blower in history, was a contractor employed by Booz Allen Hamilton (Landau, 2013,
p. 54).

Snowden was in Hong Kong when the disclosures were published and, soon after-
wards, his American passport was revoked. Russia granted him a one-year asylum and
later extended his stay. As of 2021, Snowden still resides in Russia and is unable to
return to the US. The charges against him under the Espionage Act for intentionally re-
vealing secret national security information allow up to 10 years of imprisonment per

document revealed.6

Despite bringing strong backlash against Snowden himself, his 2013 public disclo-
sure of ca 1.7 million documents of secret data from the NSA brought about the global
awakening when it comes to discretionary mass surveillance and privacy protection.
The American government struggled to make a decision on how to properly handle the
situation with both Snowden and the NSA. Although in his speech on January 17th,
2014 President Barack Obama defended the necessity of the NSA surveillance program,
changes in the American surveillance system felt imminent at the time (Verble, 2014,
14). The impact of Snowden’s disclosures, especially in the USA, has been actively
undermined by the government officials. This strategy is possible largely because many
of the legal documents in the case and the communications within the government fol-
lowing the 2013 leak are still confidential. As Snowden (2019, p. 244) argues:

Even now, years after the fact, I would not be allowed to argue that the report-

ing based on my disclosures had caused Congress to change certain laws regarding

surveillance, or convinced the courts to strike down a certain mass surveillance pro-

gram as illegal, or influenced the attorney general and the president of the United

States to admit that the debate over mass surveillance was a crucial one for the

public to have, one that would ultimately strengthen the country. All these claims

6Just to put this possibility in perspective, were Snowden to receive maximum penalty for the crime
under the Espionage Act, he would need to spend 17 million years in prison. Considering that the homo
sapiens only emerged around 300 thousand years ago, this sentence would be over 56.5 times longer than
the time of existence of our species. Assuming that Snowden would live to see the end of his sentence, he
will have witnessed the reversal of Earth’s axial tilt causing summer and winter to occur on opposite sides
of Earth’s orbit. He would also see Sahara turn back into having a tropical climate. Later still, the proper
motion of stars across the celestial sphere will have rendered the observable constellations unrecognizable
by today’s configuration. After 10 million years, sometime beyond his mid-sentence milestone, Snowden
will have borne witness to the full recovery of biodiversity after the ongoing Holocene extinction. Finally,
by the time he is released, two moons of Uranus, called Cupid and Belinda, may have already collided.
That is a long time to spend in prison for releasing documents to the press.
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would be deemed not just irrelevant but inadmissible in the kind of proceedings

that I would face were I to head home. The only thing my government would have

to prove in court is that I disclosed classified information to journalists, a fact that

is not in dispute.

The positive impact of the 2013 events is presently not a subject controversy, at least
not in the EU. Multiple non-governmental organizations (NGOs) and human rights and
privacy advocates, including Amnesty International, called for a full pardon for Snow-
den, as well as an actionable protection policy for whistleblowers worldwide (Amnesty
International, 2021).

2.3.4 Apple and Google push for full encryption

Meanwhile, Snowden’s act of whistleblowing "dealt a devastating blow to [the USA’s]
ability to collect intelligence" (Comey, 2018, p. 137-138) and prompted a massive mi-
gration towards fully encrypted communications. In 2014, Apple and Google declared
a shift in the mobile devices to default encryption. Hence, the line of friction in the
conflict about privacy was crystallized.

The Obama administration officials, including the FBI Director James Comey, were
unable to strike a balance between security and the rule of law, while the US surveillance
capitalists forced their hand by making available the encryption technologies, which
made possible communication without content oversight. Comey (2018, p. 138) ar-
gues that the decision about the availability of encryption technologies must be made
democratically:

The divide between the FBI and companies like Apple can be explained, in large

measure, by how each sees the world, and the limitations of each of those perspec-

tives. (. . . ) We [the FBI] see humankind at its most depraved, day in and day out.

Horrific, unthinkable acts are what the men and women of the FBI live, breathe,

and try to stop. (. . . ) I thought the tech community did not fully appreciate the

costs when good people from law enforcement were unable to use judicial orders

to get evidence. I also think it would be fair criticism to say we focused too much

on those costs, given the darkness outside our windows all day long.

Because both sides are biased by our places in the world, I thought it critical that the

resolution shouldn’t be dictated by either Apple or the FBI; the American people

should decide how they want to live and govern themselves. But what exactly that

means as a practical matter is an incredibly hard question to answer.
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The reason behind including here this extensive quotation is that the conclusion by
the FBI Director Comey aligns with the main conclusion of the research presented in
this dissertation. Namely, since privacy in modern times in largely a political matter,
and since the availability of encryption is one of main focii of political privacy, the de-
cisions concerning encryption must be made democratically, with full legitimization of
the people. In particular, in a democratic state, these decisions are not up to the surveil-
lance capitalists and not up to the surveillance authorities or government administrations
which support them.

2.3.5 European awakening

In Europe, Snowden’s whistleblowing helped save the GDPR and completely change the
direction of privacy and surveillance policies. Rossi (2018, p 95) indicated that between
January 2012 and the summer of 2013, the overall approach of the European Parliament
to privacy changed rapidly. This resulted in passing the GDPR, but more importantly,
invalidated the default authorization for the Silicon Valley lobbyists to influence the
EU privacy policies at a massive scale. In the time "after Snowden", the surveillance
capitalist corporations were politically defeated, their organized corporate power giving
way to the primacy of privacy at the EU policy level.

Wahl-Jorgensen et al. (2017, pp. 16-17) investigated the European responses to the
2013 event in the press and non-traditional media. Content analysis of 249 blogs and
538 newspaper stories examined a range of variables relevant to the reception of the
surveillance revelations. Among the coded types of variables, were those categorized as
opinions on surveillance, targets (coded as, e.g., elites, members of the public, journal-
ists, etc.), and the perceptions concerning Snowden himself (hero, traitor, whistleblower,
etc.). The analysis revealed disparities between debates across platforms, especially for
traditional and non-traditional media. Wahl-Jorgensen et al. (2017) established that, al-
though the traditional news outlets tended to position foreign politicians, world leaders,
and terrorists as targets, the bloggers and citizens predominantly identified members of
the public as the targets of surveillance, in line with Snowden’s concerns. Consequently,
the revelations served to completely reshape the European public discourse on the na-
ture of digital citizenship, as well as the role of privacy and surveillance techniques in
protecting modern democracies. Extensive account of judicial, societal, economic and
institutional responses can be found in (Wright and Kreissl, 2013).
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2.4 The right to privacy and privacy laws in China

Among the main models of data protection, Pernot-Leplay (2020) referred to the Chi-
nese data protection system as "the third way", suggesting that data protection in China
in not as strict as in the EU, but also not as neglected as it is in the USA. Currently, China
is undergoing development of its data processing and transfer frameworks, with the EU
and the US serving as two reference points, both based on different background as-
sumptions. While the EU data protection model is globally perceived as favoring strong
protection, the US model could be called minimalist. However, although China may
choose to adopt solutions from the two antagonistic models, it does not mean that it can
place itself in the middle of the data and privacy protection spectrum. This is because,
although the Chinese government is searching for a proper data protection system, it
does not bind data protection with any guarantee of privacy, either within or outside the
context of data.

While in the EU privacy is considered a priority and surveillance and business ca-
pabilities are, at least in principle, accepted only insofar they do not threaten the core
of privacy protection objectives, the US government prioritizes state surveillance and
unrestricted data processing, hoping to nurture economic growth and develop further its
intelligence capabilities. In both cases, privacy takes center stage in governmental con-
siderations of privacy and security policy, which subsequently informs data protection
policy. In this sense, one could day that in the US and the EU data protection policies fol-

low privacy protection strategies. In China, this is not the case. Data protection is seen as
politically and legally independent from privacy considerations, and the data protection
framework, which is under development currently, will in no way restrict, influence or
invalidate the large-scale state surveillance, as well as the no-privacy conditioning which
the the Communist Party of China (CCP) inflicts upon the Mainland residents, as well
as the citizens of semi-autonomous territories, such as Hong Kong, Macau.7 Pernot-
Leplay (2020, p. 54) suggested that the data protection strategy for China is likely to
take shape of "data privacy with Chinese characteristics", echoing Deng Xiaoping’s no-
tion of "socialism with Chinese characteristics" presented in his opening speech at the
12th National Congress of the Communist Party of China on September 1, 1982.

The project of "data privacy with Chinese characteristics" originates from two as-
sumptions. First, the principle of cyber-sovereignty (cyberspace sovereignty), which

7Hong Kong and Macau are two special administrative regions (SAR) of China, which means that, at
least officially, under the "one country, two systems" principle, they have their own governments, multi-
party legislatures, legal systems, police forces, monetary systems, separate customs territory, immigration
policies, academic and educational systems, and substantial own competence in external relations.
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subordinates the cyberspace to the interests and values of China, as if extending state
sovereignty to digital space. The principle was established in Article 1 of Chinese Cy-
ber Security Law, here quoted in English translation after (Pernot-Leplay, 2020, p. 104):

Article 1.

This law is formulated in order to ensure cybersecurity; safeguard cyberspace

sovereignty and national security, and social and public interests; protect the lawful

rights and interests of citizens, legal persons and other organizations; and promote

the healthy development of the informatization of the economy and society.

According to Baezner and Robin (2018, pp. 32-33), this geopolitical interpretation
of cyberspace was born from the 2013 Snowden revelations, especially concerning for-
eign access to data on population communications and the Chinese nationals security. In
addition, the Chinese strategy is directly opposed to what is called a multi-stakeholder
governance model, which supports (at least to some extent) a free and open Internet. In
a Chinese unique-stakeholder data management model, the interests of businesses and
users like come second to the unrestricted competence of the CCP and their intelligence
service.

The second fundamental principle of "data privacy with Chinese characteristics" is
the separation between privacy from surveillance by citizens and businesses and privacy

from state surveillance. This division in itself has also been adopted in this dissertation
and, in my opinion, is based on a valid assumption that the relationship between an in-
dividual and society is different in nature from the relationship between an individual,
a group or a community and the state. However, the application of the division in case
of the CPP is not at all benevolent. In the Chinese variant of the privacy bifurcation
theory, an individual may be allowed certain degree of privacy against other individuals
or businesses which are not authorized by the state to exercise their power of surveil-
lance. An individual is not entitled to privacy from state surveillance, regardless of the
level of discretionary action. I will come back to this problem later on in section 2.5.
However, as far as data protection is concerned, the principles of cyberspace sovereignty
and unrestricted state surveillance, which from now on I will refer to as the Big Brother

principle, are by now considered a given in the ongoing domestic political debate on
data protection in China.

Historical records validate this trend of development of the data protection frame-
work in China. Back in 2005, a draft privacy regulation, mainly related to processing
of data of non-Chinese users outside China and somewhat inspired by EU regulations,
has been put forward as "expert’s suggestion" to the Chinese Informatisation Office of
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the State Council, but even then legal analysis did not expect that the law would be
passed in China (Treacy and Abrams, 2008). Yang (2008, p. 60) observed that even be-
fore the data protection reform, the right to privacy of correspondence was included in
the 1982 Constitution of China (Xian Fa) and acknowledged in legal discourse, but it’s
interpretation was limited to protection against fellow citizens and the media (or other
semi-private enterprises), and did not allow protection from state surveillance. Similarly,
the right to dignity and the right to protect one’s reputation is assumed to be effective
against civilian violations, but not state initiatives. The bases of the right to privacy laid
out in Articles 38–40 of the Xian Fa8

Article 38 (Human dignity. Right to protect one’s reputation)

The personal dignity of citizens of the People’s Republic of China is inviolable.

Insult,libel, false charge or frame-up directed against citizens by any means is pro-

hibited.

Article 39 (Regulation of evidence collection. Right to privacy)

The home of citizens of the People’s Republic of China is inviolable. Unlawful

search of, or intrusion into, a citizen’s home is prohibited.

Article 40 (Right to privacy)

The freedom and privacy of correspondence of citizens of the People’s Republic

of China are protected by law. No organization or individual may, on any ground,

infringe upon the freedom and privacy of citizens’ correspondence except in cases

where, to meet the needs of state security or of investigation into criminal offenses,

public security or procuratorial organs are permitted to censor correspondence in

accordance with procedures prescribed by law.

According to Yang (2008, p. 61-62), despite the lack of implementation of consti-
tutional guarantees of privacy, the Supreme People’s Court supported the direct inter-
pretation of the Xian Fa in order to grant compensation to individuals whose individual

right to privacy was infringed upon by the press (cf. Shi Zhaohui v. The People’s Daily,
1995; Xiaoli (Alias) v. The China Times, 2005; Fu Qiang v. Union Press, 2000; Wu
Jing (Ms. Liu) v. Guangdong Newspaper, 2003). Moreover, the General Principles of
Civil Law of China (GPCL) of 1986 gives recognition to the right to reputation, albeit

8The Constitution of the People’s Republic of China of 1982 with Amendments through 2018, includ-
ing Xian Fa Xiuzhengan of 1988, 1993, 1999, and 2004. Analogous regulations became a part of 2020
Chinese Civil Code.
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without referring to privacy (Ong, 2012, p. 172), which further disconnects individual

privacy from political privacy and surveillance:

Article 101.

Citizens and legal persons shall enjoy the right to reputation. The personality of

citizens shall be protected by law, and the use of slander, libel or other means to

damage the reputation of the citizens or legal persons shall be prohibited.

Due to the fact that privacy is understood so strictly in the Chinese legal interpreta-
tions, the judicial decisions in privacy-related cases make up for a "vague and inconsis-
tent" individual privacy protection scheme (Ong, 2012, p. 178). This reaffirms a claim
by Zhu (1997, p. 214) that an independent right to privacy in China’s legal system has
yet to emerge. Part of the difficulty stems from the linguistic obstacles, which disable
linking the notion of privacy with political competence. Zhu (1997, p. 208-209) explains
the semantic aspects of the concept of privacy in everyday Mandarin, which carry onto
the legal language (Jingchun, 2005, p. 646). In particular, the difference between the
word yinsi, which stands for a shameful secret, and a similarly transcribed word yinsi,
but one meaning privacy, is not widely known among the ordinary Mandarin speakers:

These two words were very often used alternately for their pronunciation is almost

the same except for a slight difference of the tones. Even in a widely used Chinese

dictionary, shameful secret is defined as a hidden bad thing, usually in connection

with sexual affairs; while privacy is defined as a personal thing people do not wish

to tell others or to disclose in public.

Similarly as was the case with other words of strategic political importance, their
meaning and use are carefully crafted in the mainstream Chinese news outlets, while
their "alternative", more permissive or rights-oriented meanings are systematically cen-
sored throughout social and non-traditional media, even when citizens actively lobby for
the specific use of the terms. A good example of such systematic censorship and citi-
zen’s organized counter-action is to be found with the word feminism (Fincher, 2020),
which I will discuss again in section 2.5. Due to this formative power of government
policy on the use of common words, privacy remains to be defined as meaning personal

privacy, as opposed to political privacy by the standards laid out in section 1.4. This ef-
fect decreases the rate of public engagement in the privacy debate by raising the literacy
requirement threshold to a level comparable to that of an academic debate.

Yet another critically important feature of the domestic privacy debate in China is
that the theories of privacy put forward in the literature are, at least in general, not
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aimed at informing policies, but rather at explaining them in a way which makes the
reception of the privacy and surveillance laws more effective. For instance, Yao-Huai
(2005) proposed an analysis of the Chinese approach to privacy based on the historical
development of social respect for personal matters. In his analysis, Yao-Huai (2005)
argues that privacy is to be seen as an instrumental good, of little intrinsic value, and
argues that the social changes which brought about an expectation of privacy (in the
sense of personal privacy, meaning an expectation against other individuals) have largely
been destructive to traditional Chinese values. Following Liu and Wei (2004), Yao-Huai
(2005, p. 11) lays out four principles, which are assumed to be descriptive of the Chinese
approach to personal privacy:

(1.) the principle of respect (roughly reiterating Article 38 of the Xian Fa and tapping
into the ideals of a doctrine referred to as socialist humanitarianism),

(2.) the principle of informed consent (regulating the relationship between social me-
dia and other data collectors and the users, but excluding the state-mandated data
collection),

(3.) the principle of equilibrium, and

(4.) the principle of social rectification.

The latter two principles will be of special importance to the considerations of
surveillance society in China in section 2.5. This is because the principle of equilib-
rium, although it recognizes the need to seek balance between ("the safety of") personal
privacy and "safety of society" (especially state security), gives full validation to total
and unrestricted surveillance of private communications. According to Yao-Huai (2005,
p. 11), the principle of equilibrium "emphasizes that personal communications on net-
works should be recorded, so that the relevant organization can check them in order to
guarantee social safety".

In a comparative study between China’s and the USA’s privacy protection frame-
works Wu et al. (2011, p. 614) indicated that China should make effort to strike a
more genuine balance between personal privacy and state security, suggesting that the
principle of the equilibrium, as proposed by Yao-Huai (2005), is insufficient to develop
or sustain a healthy social environment. Moreover, they proposed that the principle of

technological neutrality be adopted instead.
The last principle on the list, the principle of social rectification, means that the

society (or the state which represents society) is authorized to rectify a violation of
personal privacy "so as to guarantee the stability of the social order" (ibidem). In light
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of this principle, group activities such as the human flesh search (Han, 2018) are given
a legal-theoretical and socio-political justification.

2.5 China as a surveillance state

All computers sold or manufactured in China after July 1, 2009, are required to include
the so called Green Dam filter, a software "back door" to the records of all user ac-
tivity, including communications. Initially, the public outcry against the Green Dam
delayed its implementation, but eventually the solution was implemented (Watts and
Branigan, 2009). Together with what is known as the Great Firewall of China (Fánghuǒ

Chángchéng), they allow for near total control and manipulation of digital communica-
tions. The Great Firewall is a system of legal and technological tools, which focus on
active filtering, active probing and blocking designated information sources and commu-
nications. Since its implementation, it has led to limiting access to foreign information
sources and search tools, such as Google, Facebook, Twitter, Wikipedia, etc., as well
as a number of mobile apps which did not comply with Chinese domestic standards,
especially those which did not include the Green Dam filter.

In her seminal work on China’s system of online control and censorship, MacKin-
non (2011) called it networked authoritarianism. This policy enforces a hierarchy of
stakeholders, where surveillance capitalists must satisfy the criteria laid out by the state
surveillance authority and the CCP (Communist Party of China) in order to share in
China’s massive online market. In turn, the users must accept their position as a resource
to data-collection businesses, as well as the extensive state moderation and surveillance
of all online communication. Adopting these legal-technical solutions, which overpower
any civic engagement and free speech online, together with the widespread CCTV and
physical surveillance, I proposed to call the Big Brother principle.

Historically, the emergence of domestic surveillance capitalist market is closely
linked to political repression of politically disadvantaged groups. For instance, the initial
blockages of foreign social media resulted from the need to block the flow of informa-
tion about the violent political protests in Xinjiang province in July 6, 2009, where the
Han Chinese residents clashed with the native Uighur residents, resulting in 156 deaths
and over 1000 wounded. The blockage on internet access in Urumqi and certain other
regions of Xinjiang was then effected for the first time, as a means of informational dam-
age control, as well as a tool of slowing down the spread of the protests (Fincher, 2020).
Soon afterwards, in July 2009, the blockage was extended onto most foreign informa-
tion services, including Twitter, Facebook and others. The very next month, Sina Weibo
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launched, as a replacement of all the blocked foreign platforms. Weibo was the brain-
child of Charles Chao and came with censorship and surveillance included (Zhang and
Negro, 2013), introduced simply as built-in functionalities in compliance with the Green
Dam filtering condition. The perception of Uighurs as a designated domestic terrorist
adversary is therefore intertwined with the inevitable growth of the Chinese domestic
surveillance capitalist market.

As of 2021, the policing system implementing the Big Brother principle is used as a
standard tool for near total elimination of political dissidence, ranging from the Uighur
cultural and religious independence and Hong Kong’s demand for respecting the "one
country, two systems" organizing principle, to issues such as women’s rights movements
in Chinese society, which met with violent repression, including extra-judicial imprison-
ment and torture of activists associated with the Feminist Five: Wei Tingting, Li Maizi
(Tingting), Wu Rongrong, Wang Man, and Zheng Churan, also known as Da Tu, or "the
Big Rabbit" (Fincher, 2016). On March 6, 2015, just before the International Women’s
Day, the Chinese police in Beijing arrested the Five for preparing to engage in activism
protesting sexual harassment in public transportation. The Five, together with other ac-
tivists, were preparing to hand out informational leaflets about the rate of harassment in
city trains, which was identified as a national security threat (Zheng, 2015, p. 476).

Later in section 5.2.3, I will analyze Chinese surveillance methods and their use as
aid in genocide of the Uighurs of Xinjiang. In section 3.2.1, while showing how political
privacy helps protect democratically valuable social agendas, I will also discuss the case
of the Weiquan movement in China, a grassroot legal aid and education movement which
had been near eradicated using surveillance.

2.6 Summary

In this chapter, I analyzed the fundamental elements of the contemporary legal frame-
works which enable the three dominant privacy protection models: that of the EU (with
special attention to the EU’s driving forces, France and Germany), that of the US (called
a minimalist model, reflecting the trend in data protection), and the Chinese model,
which divorces personal privacy from political privacy, only to implement what I re-
ferred to as the Big Brother principle.

Comparative analysis brought to light stark differences between the models, ranging
from the goals and strategic bases for implementing privacy solutions, to the role which
theories of privacy play in the domestic and foreign policies of the analyzed countries.
I found that the theories of privacy developed in the EU and the US predominantly
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aim at informing the policy and statutory law, while the theories of privacy in Chinese
scholarship mostly focus on explaining the already implemented policies and legitimize
them in light of the designated desirable socio-political values.

However, there seems to be more convergence on the methods and the practice of
surveillance between the US and China, than there is between the US or China and
the EU. Since 2013, the EU implements a strong protection model, which is the most
promising from among the three dominant models, in the sense that it is currently closest
to allowing for full political privacy and encouraging the member states to comply with
respecting its necessary supporting solutions.
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Chapter 3

Political privacy, individual and
collective rights

In this chapter, I present the right to privacy in selected liberal approaches, together with
their criticism. I also discuss, in section 3.1.2, some of the non-liberal approaches to
privacy, with special attention to arguments, which reject the right to privacy (either in
whole or in part) because of the skepticism towards universal human rights. This brief
philosophical overview is not meant to be exhaustive of the topic of privacy in either of
these orientations in political philosophy. Rather, it aims at lying the groundwork for a
presentation of cases in section 3.2, in which the right to privacy emerged as a collective

human right, in parallel to being the right of an individual.
In section 3.2.1, I give examples of collective social and political agendas, which

are valid from the perspective of liberal philosophy, as well as from the perspective of
many of its critics, as long as they don’t reject the idea of human rights and the rule
of law altogether. Through these examples I want to show that privacy, as it functions
in the contemporary world, is not an inherently liberal concept. I argue that the right
to privacy be expanded to include the collective aspects of citizens’ initiatives, many of
which (though requiring individual rights and freedoms as a guarantee of the ability to
take action) are not reducible to individual rights, agendas, or personal well-being.

3.1 Privacy as an individual right

3.1.1 Privacy in liberal political philosophy

Historically, the right to privacy occupied a problematic position in liberal political phi-
losophy. On the one hand, Posner (1977, p. 233) saw privacy as a hindrance on the
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exchange of information in a free society (Sandel, 1998). On the other, privacy has
been accepted as one of the facilitating conditions for informed choice at least since the
1980s, even by legal and political scholar critical of unlimited privacy protection, such
as Allen (1987), Seidman (1986), and Etzioni (1999).

Introna (1997, p. 261) noted that many of the historically relevant liberal philoso-
phers – among them John Locke, Jean Jacques Rousseau, Wilhelm van Humboldt, John
Stuart Mill – did not pay explicit attention to the role of privacy in maintaining social
order and ensuring a baseline quality of life for individuals and groups, and had not for-
mulated a clear definition of the right to privacy. This is despite the fact that the problem
of protecting the rights of an individual versus the society was often a major theme in
their work. An interesting question in this context is the following: why did the system-
atic consideration of privacy and the right to privacy appear so late in the legal, political
and philosophical literature?1

As indicated in chapter 1, the modern legal understanding of privacy dates back only
to the 1890s and the works of Warren and Brandeis (1890) on the right to be let alone.
Some traces of the right to privacy may also be found in, relatively contemporary to
Warren and Brandeis, work by Von Gierke (1895, p. 702), who proposed a so called
general right of personality. Considering that the right to ownership of property was
present in philosophy and politics since the ancient times, what made privacy so irrele-
vant for so long? Introna (1997) went so far as to ask: is the right to privacy an invention

made by Warren and Brandeis in response to an intense personal situation?
I argue that the answer to this question is to the negative. And, in this case, com-

paring privacy to property may actually well inform the solution to the origin problem.
Observe that the debates concerning property, together with a need for producing theo-
logical, political and scientific justifications of the right to property, revolve around the
need to prevent violations of the projected right. Aristotle argued for the need for pri-
vate property in Politics, saying that shared property naturally falls into neglect. Thomas
Hobbes and John Locke marked the shift from theological to contractual projected ori-
gin of property. Locke (2015, IX, §§ 123–124) argued that people put themselves under
government in order to secure their property, because property protection makes for safe
and secure enjoyment of the natural need of ownership.

Note, however, that in the absence of high tech surveillance tools, governments

1This is not to say that there had been no historical attempts to characterize privacy or the right to
privacy. In many historical philosophical and political works, certain theoretical elements or observations
may be linked with what nowadays is interpreted as privacy. Introna’s claim is merely that a full-fledged
theory focused on (the right to) privacy as we know it was not proposed until relatively recently. For a
comprehensive review of historical attempts at discussing privacy, see Binicewicz (2021, pp. 97-131).
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played little to no role in preventing, e.g., privacy violations. No government can stop
people from spying on each other, if such is their inclination or culture. At the same
time, up until the digital age, the state needed to rely heavily on human intelligence
(HUMINT), and only gradually developed technical (including medical) intelligence
(TECHINT, MEDINT), and financial intelligence (FININT). Other forms of state and
organized intelligence only became possible as technologies needed to implement them
emerged and expanded. These relatively new types of intelligence include (i.) cyber
or digital network intelligence (CYBINT or DNINT) gathered from digital spaces, (ii.)
signals intelligence (SIGINT) gathered from interception of signals, including commu-
nications (COMINT), and (iii.) all forms of electronic intelligence (ELINT), including
foreign instrumentation signals intelligence (FISINT). Before the advent of electronic
communications, COMINT required targeted physical interception and processing, such
as, for instance, opening physical mail and having a human employee read its contents.
Hence, it is not as surprising as Introna (1997) suggested that privacy received little
attention in the pre-modern political and philosophical literature.

Moreover, privacy violations and infringements which were feasible in the pre-
digital era called for relatively little in terms of effective means of privacy protection.
After all, a home which one owned to a large extent guaranteed privacy. The control of
correspondence also allowed one to draw analogies from property protection measures:
violating the private exchange of letters resembled violating the trade of currency or any
other physical object. Nowadays, the ownership of electronic devices, or even home and
other physical spaces, no longer naturally guarantees privacy. Hence, technologies, es-
pecially digital intelligence technologies, allow for new methods of privacy violations,
in the same way as they enable new methods of property theft. Importantly enough, the
emergence of new methods to commit violations does not modify the nature of the need
for privacy or ownership, nor the nature of the associated rights. Thus, similarly to prop-
erty, privacy is inherently pre-technological. The right to privacy is not invalidated by
invention of new ways to violate it – contrary to the rhetorical claims made by, among
others, the CEO of Sun Microsystems Scott McNealy, who famously said: "You have
zero privacy anyway. Get over it" (Sprenger, 1999).

Another reason why the problem of privacy emerged only after the camera technol-
ogy came about is that this new type of violation – infringement through taking pho-
tographs – felt, quite veridically, perfectly preventable. The notion of descriptive and
normative privacy proposed by Moor (1991) echoes this exact problem: not all privacy
(or property) violations are preventable, even by the violator himself. Hence, a person
may have an expectation of privacy, for example, while in one’s home, but being un-
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able to entertain descriptive, actual privacy when the walls are thin or when sharing the
living quarters with other people. In many of such situations, violations are not rea-
sonably preventable, because the economic and living conditions of the society do not
permit it (Mizutani et al., 2004, p. 123). However, Warren and Brandeis (1890), just as
many scholars after them, viewed benefits of surveillance technologies (including press
photography) as optional, or at least inferior to the need of protecting the most basic,
familial zones of activity, including the enactment of relationships among family and
friends during a closed event. And, similarly to the violations of property, the more
preventable the violation feels, the firmer the proposed measures. Consider the RFID-
blocking (radio-frequency identification) wallets, which are meant to prevent a type of
theft called RFID skimming, which gained popularity despite the fact that the rate of
RFID theft is negligible and the process itself, highly risky for the thief. The ease of
preventing skimming still convinces many people to buy a protective wallet, despite the
risk of theft being extremely small. All in all, it is only natural that privacy remained
unnoticed in early liberal (and non-liberal) philosophy. Likewise, only the emergence
of mass surveillance technology could spur considerations concerning political privacy
and give it due relevance.

Since the 1970s, Wasserstrom, Posner, and others advocated against privacy in gen-
eral, arguably because they only considered privacy in the sense of personal privacy and
not political privacy, and thus defined privacy seemed like a minor goal compared to their
long-term projects of encouraging transparency in the society and gradual reduction of
uncertainty. Wasserstrom (1984, p. 328) observed that a society with a permanent record
would automatically facilitate a life which is "less spontaneous and more measured" for
individuals, which ultimately will benefit the society as a whole, though perhaps only
in the economic sense (assuming that preventing, mitigating or ignoring crime etc., all
come with associated economic costs).

Allen (1998) attempted to develop the liberal conception of privacy along the lib-

eral theory of private choice. In this way, Allen planned to bind privacy protection with
one of the fundamental concepts of liberal philosophy at the time. In Allen’s case, the
essence of the liberal conception of privacy is the claim that the government is obliged to
respect and protects interests in physical, informational and proprietary privacy, under-
stood as, respectively, physical seclusion and solitude, data protection and control over
personal information, and "control over names, likenesses, and repositories of personal
identity" (Allen, 1998, pp. 723-724). Allen then argues that there exists an overlap
between thus defined liberal conception of privacy and the liberal conception of pri-
vate property. There are two major differences between this liberal take on privacy
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and property and the way of embedding privacy into a general framework of political
philosophies, which I presented in section 1.4. First, Allen’s argument about the overlap
between the two concepts relies primarily on psychology (ibid.):

We associate privacy with certain places and things we believe we own, such as

our homes, diaries, letters, names, reputations, and body parts. At the core of the

liberal conception of privacy is the notion of inaccessibility. Privacy obtains where

persons and personal information are, to a degree, inaccessible to others.

Second, the liberal philosophy of privacy and property presented by Allen, runs the
risk of conflating the society with the state in the political dimension. This is due to
the fact that, on the one hand, liberal philosophy, by putting an individual in the center
of all considerations, tends to classify both society and the state as two forces which
threaten the fundamental freedoms of an individual. On the other hand, because in lib-
eral philosophy, as a general rule, the individualist approach to social-political systems
is preferable to, e.g., collectivism, the consideration of the role of privacy (especially
political privacy) to social development and political stability is grossly neglected. By
this token both the government and the society ought to abide by the same standards to-
wards the individual, reincarnating the ancient division between the private oikos (Greek
for household, later developed into the Roman res privatae) and the public sphere of the
polis (res publicae).

For Allen, both privacy and private choice are meant to restrain the government in its
own violations against privacy, as well as ensure privacy protection in relation between
the individual and the society. Social conventions, political culture and communal stan-
dards concerning privacy and discovery of familial, group and personal zones of activity
play no role in shaping privacy protections and surveillance policies. This outcome
makes the liberal conception of privacy rather suspicious. After all, a theory of pri-
vacy which leaves outside its scope of interest the cultural and societal contributions is
bound to be inadequate and applicable only within a very specific, limited legal-political
context.

The concept of private choice plays into the primacy of economic characterizations
of social policies. In the context of private choice, privacy is a social good, which can
be overdispensed or misdistributed, but it also plays an instrumental role in protecting
private choice. The principle of private choice states that: "[the] government ought to
promote interests in decisional privacy, chiefly by allowing individuals, families, and
other nongovernmental entities to make many, though not all, of the most important
decisions concerning friendship, sex, marriage, reproduction, religion, and political as-
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sociation" (Allen, 1998, pp. 724). A driving motivation behind these protections is a
strive for efficiency in social and political organization, typical of the liberal political
philosophy. Note that, although privacy is accepted by Allen and others as a fundamen-
tal freedom with inherent value, when considering the limitations or privacy and private
choice, it is the instrumental, economic value of the freedoms that comes to the fore.

Yet another problematic element in liberal considerations of privacy is the allega-
tion of a so called "conservative tilt" of privacy protection, particularly in its relation to
women’s rights. Although the right to privacy played a central role in enabling American
women to exercise their right to self-determination, including motherhood and abortion
(McClain, 1992, p. 173), arguments about the negative impact of privacy protections on
women’s and minorities’ rights were developed, including (Allen, 1998, p. 747):

1. privacy being an obstacle to beneficial public interventions, which help instate
new norms of behavior and eliminate (or at least decrease) underparticipation of
women in social and political life, as well as male aggression and harassment
(including domestic violence);

2. privacy slowing down the execution of egalitarian laws by closing women inside
the sphere of the oikos in the name of protecting their right for solitude and seclu-
sion, and the sanctity of their familial life;

3. privacy may be used against sexual minorities as a method of silencing and re-
pression, based on the fact that public displays of sexuality may be said to belong
to the oikos.

This last argument Allen calls the conservative ideology of privacy, though it is
based on the same ancient private v. public division which the liberal approaches use.
Moreover, none of the three arguments undermines privacy as such, which Allen admits
as well. The argument from public interventions is one of the most general ones and
could be posed in relation to virtually any other norm of behavior, positive or nega-
tive. As such, it is not so much an argument against privacy, but rather an observation
concerning how privacy acts in counterbalance to social or governmental control en-
acted through interventions, both beneficial and detrimental. The second argument is
also not one against privacy, but rather against using privacy principles as elements of
justifications to unfair social solutions, such as forcing women into domestic work and
underparticipation. A similar rhetorical structure may be produced using, e.g., the no-
tion of woman’s well being in place of privacy, to claim that participation in politics
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is generally stressful and may pose a threat to a pregnancy. None of the structures un-
dermines the need for privacy or health protection. Finally, the last argument, though
dubbed "conservative" by Allen, mimics the division into the public and the private,
which underlies the principle of private choice. In this sense, the argument is invalidated
as soon as one includes social and cultural context into the considerations of privacy,
and places privacy into a more sophisticated, non-dualist framework of politics.

A liberal defense of the value of privacy was also taken up by De Bruin (2010), who
presented a case for privacy based on a purely negative concept of liberty, understood
only as freedom from interference. De Bruin argues, against Posner, that the expecta-
tion or pursuit of privacy is not a self-interested economic behavior and that it does not
automatically threaten freedom of speech, or the security and freedom of market trans-
actions. He considers four arguments for privacy protection, which all assume that the
chief dimensions of privacy as psychological and, as the behavioral approach to eco-
nomics underlies the debate here, economic. Moreover, according to de Bruin, all four
arguments fail to convince the liberal skeptic, a person who fully supports the liberal
agenda, but is not convinced that the protection of privacy is necessary or even useful if
one were to pursue this agenda.

The first argument is an argument from perspective change, which states that once
an individual is discovered by another during a given activity, the individual is no longer
a genuine participant of the activity, but rather becomes an observer of it, due to the
psychological effects of being conscious of surveillance, oversight and evaluation by
another. According to de Bruin, the liberal skeptic would claim that the argument is
not valid, because the activity can still be carried out, albeit with a certain amount of
psychological discomfort or even suffering. Similarly as will be case with subsequent
arguments, the liberal skeptic only accepts economically relevant arguments and refuses
to bother with psychology or the problem of quality of human life insofar as they influ-
ence the macroeconomic portfolio of the society (De Bruin, 2010, p. 507). The skeptic,
as presented by de Bruin, refuses psychology and other motivators of individual behav-
ior as subjective, while viewing economy and social order as objective ground for sound
arguments on privacy, as well as all other social-political matters.

The argument from relationship states that privacy is a necessary condition for many
human relationships, including essential relationships such as family, marriage or part-
nership, or the child-parent relationship. If violated, the privacy of these zones of ac-
tivity decreases, which leads to inhibitions in developing the relationship and lowering
the quality of live for the parties involved. The skeptic, as sketched by de Bruin, would
reply here that the people could in principle learn to not be inhibited by oversight, espe-
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cially when surveillance is not followed by public discovery of the private information
or activities within the protected zone of activity. Clearly, both components of the skep-
tic’s argument are deeply flawed. First, the fact that humans could in principle change
their behavior does not mean that the change is possible within a single generation or
that it can be implemented on a scale large enough to claim that the society now accepts
oversight which previously has inflicted psychological and emotional distress on them.
Humans could in principle learn to accept or reject many things, but political arguments
based on this premiss are not practical, because humans cannot be expected to change
their psychological makeup simply in order to better fit the capitalist economy.

The third argument and its skeptical critique follow a similar line of reasoning as the
argument from relationships. The argument from human dignity says that the violation
of privacy goes against the dignity of the individual being observed. Here, the skeptic
may try to alleviate the affront to dignity by introducing consent as the invalidator of
privacy. Namely, assume that consent is the ultimate indication of what the individual
considers against their dignity. Hence, disrespecting consent constitutes the utmost vi-
olation of dignity. What happens when an individual consents to the violation of their
privacy? Is there a way to not act in violation of their dignity, either by infringing on
their privacy or the respectability of their consent? This "skeptical" argument does not
concern the value of privacy as such, but rather the place of privacy in the order of
social-political values. In all theories of privacy reviewed and presented in this disser-
tation, individuals may yield a zone of activity to another, include them in what was
previously controlled or owned only by themselves, based on choice, need, or fancy.

The last argument is that from autonomy and states that it is in the interest of an indi-
vidual to control and customize their own public or social outlook. What other members
of the community know about the individual influences their interactions, transactions
and the success of the individual in the society generally. Here again, the skeptic would
presumably say that as long as the individual may still physically engage in the same
activities as they would without oversight, their freedom is not violated. De Bruin deals
with this overly simple argument by observing that certain activities are qualitatively
different when performed under surveillance, thus, an original activity per se becomes
impossible in the presence of an unauthorized observer. For instance, sexual intercourse,
giving birth or even friendly feedback are ruined by the humiliation which arises in the
presence of a third party (De Bruin, 2010, p. 509). On this basis, de Bruin argues
that disclosures of private information lead to changes in negative freedom and in the
knowledge an individual has concerning the extent of their negative freedom, strongly
influencing their disposition to exercise actions in an unrestricted way. Here, de Bruin’s
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concept of privacy is limited to information, but his arguments are easily extendable
onto more modern theories of privacy, such as the situational accounts or the gateway
theory, which I have presented in sections 1.2.5 and 1.3.

Note that all four arguments assume that privacy is instrumental and that the only
values at stake are those relating to the individual. Therefore, liberal critique and de-
fense of the right to privacy presented by de Bruin only concerns personal privacy and
not political privacy. Moreover, only arguments from behavioral psychology v. argu-
ments from economy are confronted. Fuchs (2011, p. 140) noted that liberal approaches
to privacy "ignore the political economy of privacy in capitalism that can mask socio-
economic inequality and protect capital and the rich from public accountability".

This observation aligns with the conclusions of the analysis put forward by de Bruin
and echoes what Allen called the feminist critique of privacy from the 1990s and the
1980s, except that in Fuchs’ exposition, patriarchy is substituted by capitalism (exem-
plified by the predatory business model of Facebook and other surveillance capitalists,
see section 4.1) as the force which potentially threatens the oppressed via targeted in-
strumental use of privacy protections. Hence, it seems that the liberal debates on privacy
of the 1980s resembles those of the 2010s.

Etzioni (1999) presented what he called a communitarian perspective on privacy,
which kept alive the idea that liberal political philosophy unequivocally supports privacy
– an idea which in light of the aforementioned considerations by Allen, de Bruin, and
others is not justified. This, in turn, fed into the idea that liberal political philosophy,
associated by Etzioni with American politics in the late 1990s, facilitates a belief that
"strengthening privacy can cause no harm" (Etzioni, 1999, p. 13). Due to this conflation
of liberal philosophy and an unequivocal pro-privacy stance, especially outside liberal
philosophy itself, the critique of unlimited privacy protection came to be affiliated, at
least in the public reception, with non-liberal approaches to privacy. In the following
section, I will examine some of these approaches, focusing on the insight they offer
with respect to the notions of personal and political privacy, and their limitations.

3.1.2 Non-liberal approaches to personal and political privacy

Approaches to the right to privacy in non-liberal political philosophy constitute a rich
enough topic to make for a full-length dissertation on its own. Thus, the short sum-
mary which I present here is not meant as their exhaustive presentation. Rather, I aim
to give an overview of the relationship between privacy and other human rights in vari-
ous non-liberal philosophical proposals and national policies. In particular, I argue that
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the approach to political privacy in case of a particular state is often determined by its
approach to human rights in general. On this axis, I distinguish three types of situations:

(1.) where the state accepts formally and materially the basic rights and freedoms,
such as those listed in the Universal Declaration of Human Rights (UDHR);

(2.) where the state formally accepts the UDHR or a similar legal act, but it is gov-
erned in a way which gives rise to complaints about its implementation or material
adherence to the protection clauses; or

(3.) where the state formally and materially rejects the UDHR and the human rights
protections.

Non-liberal policies typically fall under (3.) A good example here is China and its
rejection of the internationally accepted system of human rights protection in favor of
what is called human rights with Chinese characteristics (Ren, 2018). China’s legal
scholarship promotes two controversial claims with respect to human rights, including
privacy (Chan, 2015). First, that the scope of human rights available to people living un-
der the authoritarian government is in some sense sufficient. This means that the UDHR
is seen as "extra" in many respects, limiting the capabilities of the national government
to achieve greater economic and strategic good. The second claim which China is advo-
cating is bi-partite: (1) that the people of China generally have no expectation of their
human rights being respected by the national authorities, and that (2) the consequence
of this is that the authorities would not contribute positively to the social development
by in fact respecting these rights, meaning that in some sense human rights are alien-
able or marketable, especially when economic progress comes into perspective. This
rhetoric, containing striking misinterpretations of the nature of human rights, gave rise
to a number of studies and analyses, which are relevant to the perception of privacy
as well. For example, Staerklé and Clémence (2004) demonstrated that there exists a
principle-application gap, which causes individuals committed to the idea of protect-
ing human rights to tolerate or even mitigate violations, especially ones coming from
the state authorities. Moreover, back in 1988, Mitchell and McCormick (1988) argued
based on the examples ranging from the Soviet Union and the British colonies in India
to African undemocratic regimes, that the governments typically explain the violations
of human rights using economic or security factors. Yet others have pointed out how
the policies of minority rights with Chinese characteristics2 led to severe limitation on
sovereignty in Tibet and Hong Kong, among others, and over 1.5 million Muslim Uighur
residents of Xinjiang being detained in concentration camps (Zenz, 2019). In this light,

2See He (2005) for a prospective exposition of the policy.
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China is clearly categorized as a state which rejects, both formally and materially, the
project of inalienable human rights as described in the UDHR.

An important element of the relationship between the human rights project, includ-
ing privacy, and non-liberal approaches is that there exists a parallel in scholar’s propen-
sity to offer critique of the human rights as emancipatory force as their exploration of
alternative philosophies, including political and social philosophies, which concern the
pursuit of happiness and freedom. The system of "human rights with Chinese character-
istics" proposed by the CCP is but one such alternative philosophy, and rather extreme
at that.

A number of other non-liberal proposals have been offered in the literature, includ-
ing that by Kapur (2014), who argued that the liberal humanism of human rights has
failed to address the needs of the Indian society. She offers a feminist and post-colonial
critique of liberal humanism as applied to India and explores the Advaita, a non-dualist
philosophical tradition. The focus of Kapur’s critique is that the human rights project,
although it is but one type of emancipatory project aiming at facilitating universal en-
joyment of freedom and happiness, has effectively cut short the alternatives, especially
in countries which at some point in history found themselves under a colonial rule of the
West. These alternatives, argues Kapur, also include essentially non-liberal traditions.
In Kapur’s approach, the relationship between the rejection of human rights and seeing
alternatives to liberal political traditions is significant.

This postulated closing-off of alternative facilitators of freedom and happiness de-
mands more attention at this point. Did human rights project indeed marginalize or
negate feasible alternative social and political solutions? According to Kapur, the hu-
man rights project hindered the development of its alternatives by the sheer power of its
success. Kapur relies on the following claims made by Kennedy and Brown:

But there may be something to the claim that human rights has so dominated the

imaginative space of emancipation that alternatives can now be thought only, per-

haps unhelpfully, as negations of what human rights asserts – passion to its reason,

local to its global. (Kennedy, 2004, p. 9)

Human rights activism is a moral-political project and if it displaces, competes

with, refuses, or rejects other political projects, including those also aimed at pro-

ducing justice, then it is not merely a tactic but a particular form of political power

carrying a particular image of justice. (Brown, 2004, p. 453)

Based on these passages, Kapur argues that the human rights project is by nature not
"a universalizing project for human betterment" (Kapur, 2014, p. 28), but a project of
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governance relying on political power for its execution. This claim is widely accepted
among the human rights scholars, negotiators, and politicians engaged in human rights
protection. What testifies to this is the very fact that (1) the projects of describing the
nature of human rights in the language of law are continuously open and active, and
(2) the scope of acknowledgment of human rights is globally negotiated through law
and politics, as opposed to social philosophy and intercultural exchange. Regardless of
whether this critique of human rights is aimed at their legal-political form, or their philo-
sophical underpinnings, Kapur identifies the central flaw of the human rights project in
that its implementation can never be complete, thus marking the project with imperfec-
tion. This, in turn, "produce a yearning for a nostalgic past when politics appeared more
potent and social justice agendas more achievable" (Kapur, 2014, p. 34).

In will now I briefly summarize Kapur’s own proposal, meant to replace the en-

tirety of the human rights project, including privacy as described in the UDHR. She
suggests that the philosophical tradition of non-dualism, Advaita, may be seen as a non-
liberal tradition of pursuing freedom and happiness, and one which is not confined to
human rights or their liberal humanist underpinnings. On the basis of what she calls the
non-liberal understanding of the concept of time, the subject, freedom and happiness
in the tradition of Advaita, Kapur contests the claims made by Martha Nussbaum and
Catharine MacKinnon in feminist political philosophy to the effect that the happiness
of women and minorities can be achieved through rights and freedom of actions. Ac-
cording to Kapur, freedom can also be achieved by "perception and discernment", that
is, passive acceptance of the social-political events and actions of others. Kapur chal-
lenges the claim that there exists a connection between happiness and freedom, and the
satisfaction derived from the quality of live, including good health, money and comfort.
In other words, Kapur argues on the ground of the Advaita, that (i.) happiness is not
necessary for a good life, and that (ii.) freedom is satisfactorily attained by accepting
one’s fate, as opposed to having tools to exercise one’s rights taking appropriate actions.

Note that when applied to privacy, Kapur’s proposal is suspiciously similar to the
classical liberal proposal described by De Bruin (2010) as representing the liberal skep-
tic. Both approaches embrace the strictly instrumental value of privacy (or human rights
more general). Similarly, both postulate that comfort, especially material, economic
comfort has to weighed against individual human dignity or psychological well-being.
It seems that the Advaita yields similar consequences in replying to the argument from
perspective change and the argument from autonomy as those produced by de Bruin’s
liberal skeptic. This confluence between liberal and non-liberal critique of human rights
is clearly paradoxical, especially since both approaches rely on the opposition between
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the underlying values postulated by liberal and non-liberal political philosophy.
Observe also that Kapur proposes a qualitatively different understanding of freedom,

which does not correspond to actionable, inalienable property rooted in the tradition
of the human rights project. This makes debating the human rights along this differ-
entiation a purely nominal, spurious endeavor. The criticism of human rights as such,
and privacy in particular, presented so far relied on the proposal to simply forego the
project of actionable freedom and human rights in favor or another, more economically
beneficial way to organize the law and society. The legal acts such as the UDHR are
fundamentally political in that they openly reject this proposal, regardless of whether
it is put forward by a government which identifies as liberal or non-liberal. This has
far-reaching consequences for the critique of the right to privacy in its various legal and
political forms. Namely, the opposition against privacy protection cannot be automat-
ically identified with either liberal or non-liberal political philosophy. Conversely, pri-
vacy protection cannot be unequivocally ascribed to either liberal or non-liberal political
agenda.

3.2 Political privacy as a collective human right

In this section, I focus on the role of privacy, and especially political privacy, in protect-
ing collective social agendas and rights. My aim is to show that privacy of individuals,
regardless of whether we see it as having an inherent or instrumental value, is necessary
for protecting collective values and initiatives. In this sense, privacy is at the very least

instrumental to the success of processes which allow groups and communities influence
the social, political and economic reality.

I start by presenting two case studies, one from China and one from France. In
both cases, individual citizens attempted to maintain certain collective values, including
doing so via a claim to privacy. In China, collective social initiatives concern both
ordinary citizens, who are not directly involved in political activity, as well as activists,
who attempted to promote a particular social cause without a direct relation to state
security. I analyze the case of a decentralized activist movement, operating with the
intention of supporting democratic rule in China through changing the operations of the
government without violent action. For France, I discuss an instance of state surveillance
concerning climate activists.

Through these case studies, I challenge the assumption that the conflict between pri-
vacy protection and state competence (including competence in the area of security) is
the question of a trade-off between strictly personal freedom (hence an egoistic good,
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serving primarily the individual) and collective benefit. To the contrary, many modern
cases of privacy violation are motivated by the state’s strive towards targeting and limit-
ing collective, not individual, values and agendas. In the context of modern surveillance
technologies, states are rarely interested in any particular person. Rather, they try to
modify the trends and behaviors which concern entire communities. Privacy, and politi-
cal privacy in particular, emerges here as one of the very few protections in the conflict
between state’s politics and collective values of the communities subjected to the state’s
authority.

3.2.1 Collective social agendas and privacy: case studies

Case study: the Weiquan movement

The conflict between the CCP and the Weiquan movement (wei quan meaning rights’

defense in Mandarin) concerned a dispersed group of lawyers, legal experts, and intellec-
tuals aiming to protect and defend the civil rights through litigation and legal activism.
The movement drew in some of the most influential lawyers and activists in China, such
as Chen Guangcheng, He Weifang, Xu Zhiyong, Guo Feixiong, Gao Zhisheng, Teng
Biao, Zheng Enchong, and Li Heping, as well as a number of so called barefoot lawyers.
The latter are citizens without formal legal education, who learn to file civil complaints,
engage in litigation, deal with the police and other state authorities, as well as promote
the knowledge about civil rights among their fellow citizens (Nesossi, 2015).

The Weiquan lawyers engaged in a number of collective and minority causes (Hual-
ing et al., 2008). Their defense of ethnic minorities followed, among others, the 2008
protests in Tibet (which resulted in the imprisonment of at least 670 Tibetans and at least
4 executions), when Teng Biao, Jiang Tianyong, and Li Fangping offered legal aid to the
prosecuted Tibetan community. On behalf of the Tibetans, the Gongmeng3 challenged
the government interpretation of the protests, which claimed that they were essentially
an attempt at domestic terrorism, masterminded by the Dalai Lama to disrupt the Beijing
Summer Olympics in 2008. In May 2009, the Gongmeng issued a paper in which they
suggested that the Tibetans protested in response to the rise of economic inequities, the
overwhelming Han Chinese settling in the region and religious persecution. Moreover,
the Gongmeng’s proposed solution to the protests was for the CPP and the local author-
ities to better respect and protect the rights and interests of the Tibetans, especially their

3The Gongmeng (actually: gōngméng), or the Open Constitution Initiative (OCI) was an organization
consisting of lawyers and academics, including Xu Zhiyong and Teng Biao, established in 2003 and shut
down by the Chinese government in 2009 (Zhou, 2018).
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religious freedom, and to reduce the economic inequality between the Tibetans and the
Han Chinese.

The range of measures used against the Weiquan lawyers and similar initiatives in
China relied, among others, on the possibility to conduct surveillance. To introduce
surveillance measures more effectively, a model of communications network was built,
connecting lawyers, activists and other citizens who engaged in civil rights protection.
From the get-go, the movement was described by the CCP as a domestic security threat.
Li Heping, for instance, was famously called "more dangerous than Bin Laden" and
soon detained in what is known as the 709 Crackdown (or the 709 Case), a mass arrest
incident involving 709 civil rights lawyers (Halliday, 2016).

Clearly, neither the causes defended by the Weiquan lawyers or the Gongmeng, nor
their own initiative, can be reasonably evaluated as security threats or terrorism. The
most radical proposals in the movement included, e.g. Yu Wensheng calling for the
removal of Xi Jinping and reforms in the legal and political systems. Certainly, well-
justified criticism of the political authority does not warrant anti-terrorist measures. Note
also that none of the causes which the Weiquan lawyers supported was strictly about
respecting the rights of an individual. On the contrary, the freedom of expression cases,
those involving land rights, judicial independence, women’s rights, as well as minority
repression, involve entire communities of citizens.

The surveillance measures used against the Weiquan lawyers led to the shut down
of the movement, and a range of repressions, including various forms of intimidation
and harassment by the security forces. For instance, on September 28, 2007 the public
security bureau in Beijing told Li Heping and his family to leave the city. On September
29, Li was abducted by a group of 12 plainclothes men and held for eight hours, beaten,
shocked with electric batons, and later dumped in the woods around Beijing. In the
meantime, his house has been ransacked, his computer wiped out and his legal licence
stolen. Less than three years afterwards, Li was abducted and interrogated by security
forces because of his attempt to meet up with Tang Jitian, also a lawyer. Li knew that
his home was under constant surveillance and the police (in teams of up to four men)
followed him wherever he went (MacLeod, 2011). Li was abducted again on July 10,
2015, as a part of the 709 Crackdown and as of 2021 was still missing.

Similar measures were taken against other lawyers and activists associated with the
movement. In trying to address a question of why such drastic measures were put in
place against the Weiquan – all of whom are communally engaged people, intending to
work for the benefit of their country and fellow citizens – one can engage in a political
analysis of the CCP’s domestic policy and explain how the civic rights threaten the future
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of these policies. Ultimately, however, these measure were taken up, simply because

they were available to the Chinese government at the time. A government, totalitarian or
not, can be assumed to use all forms of pressure and influence which are at its disposal,
regardless of whether the specific solution is socially mandated or not. In the context
of privacy, the case of the Weiquan lawyers suggests that as a society, we should not
put in place the tools which we are not able to control and oppose. Of course, in China
there was no possibility to oppose the surveillance and repression tools. However, the
EU member states’ governments have also been attempting to define socially disliked
groups as "internal enemies", as a pretext for developing surveillance tools later used at
the majority of their citizens.

Case study: climate activism as domestic terrorism

Non-Violent Action COP21 (ANVCOP21) is a grassroot movement of French citizens
who fight "climate change and the social injustices it engenders".4 Their methods in-
clude many forms of non-violent resistance and protest, used to resist projects and poli-
cies which have negative impact on climate change. In some cases, the group relies on
civil disobedience; for instance, removing portraits of Emmanuel Macron from the walls
of town halls across France in order to draw attention to what the group sees as the pres-
ident’s failure of climate leadership. The action began in February 2019 and involved
276 activists by April 2019 (Sauer, 2019).

The response of the French authorities was immediate. By April 2019 with 20 people
prosecuted, 22 detained and 16 police searches carried out in order to stop the takedown
of presidential portraits. What is even more surprising, however, is that the group’s
non-violent protest was almost immediately classified as an act of domestic terrorism by
the French police. Consequently, the Bureau de la Lutte Anti-terroriste (Blat), the cen-
tral office of counter-terrorism activity in France, started investigating the ANVCOP21
members and group operations.

Sauer (2019) indicated that the hard response of the French government has a wider
context both in France and in the EU. In February 2019, high commissioner of human
rights Michelle Bachelet recommended the UN to investigate France for excessive use of
force against the gilets jaunes ("yellow vests") protesters. In December that same year,
the commissioner put forward a statement of support for climate activists (Bachelet,
2019). However, the French government has been expanding its discretion in using

4This is the translation [by AS] of a statement taken from the organization’s website, url:https://anv-
cop21.org/le-mouvement/ (Accessed July 6, 2021).
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anti-terrorism measures and surveillance for a while, despite the calls for limitations put
forward by political experts and legal scholars.

Back in 2016, journalists and analysts called for prevention of arbitrary policing by
adopting prior judicial controls over anti-terrorism measures (United Nations, 2016).
The state of emergency in France (in force from November 13, 2015 to November 1,
2017) allowed only for an ex post judicial review and provided time needed to pass
the new, harsher counter-terrorism legislation. Together with November 2015 law on
surveillance of international electronic communications, which increased the state’s ca-
pability for collecting, analyzing and retaining communications content and metadata
without authorization or judicial review, the new counter-terrorism measures created a
bottleneck for citizens’ political activity, which was difficult to pass.

It is an open question how, if at all, under the current application of French counter-
terrorism laws and policing measures, political activity of the citizens, especially in the
form of protest or non-violent disobedience is feasible. In the light of unproportional
use of force and suppression of even the most benign forms of protest, how can the
political activity typical of the democratic state with the rule of law continue in France?
The UN called for France to not extend the state of emergency beyond February 26,
2016, but the call was unsuccessful. The UN experts, including David Kaye, Special
Rapporteur on freedom of opinion and expression and Maina Kiai, Special Rapporteur
on the rights to freedom of peaceful assembly and of association, and others, spoke
against the house arrests of the French climate activists which were made possible by
the state of emergency in 2015 and 2016. They also warned the French government
against abusing the capabilities stemming from the state of emergency (United Nations,
2016):

While exceptional measures may be required under exceptional circumstances, this

does not relieve the authorities from demonstrating that these are applied solely for

the purposes for which they were prescribed, and are directly related to the specific

objective that inspired them.

In January 2021, a new wave of mass protests arose in France over a strengthening
on security laws, including a bill which makes it a criminal offense to film and publicize
images of police during operation, thus also making it impossible to share and publicly
scrutinize images proving acts of police brutality (Agence France-Presse, 2022). From
a purely technical perspective, the methods of surveillance currently in operation and
being used against the citizens in France are well documented in cases of climate ac-
tivists. In a crowd-funded, groundbreaking documentary on privacy and surveillance
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entitled "Nothing to Hide",5 two Berlin-based journalists, Mihaela Gladovic and Marc
Meillassoux included testimonies of French and German activists, showing that both tar-
geted and mass surveillance have become a standard in the state’s approach to activism
– though, as I will show later, the German right to notification made the German case
much less harmful than the one in France. Joël Domenjoud was one of the 26 COP21
activists put under house arrest under the state of emergency law in France. Notably,
Domenjoud was also a part of the legal team of COP21, actively working on supporting
the activists’ work within the organization’s non-violent agenda (Peillon, 2016). The
level of surveillance employed against Domenjoud prevented him from contributing to
the work of the COP21 legal team. Since all communications, including all electronic
and mobile communications, from and to Domenjoud were monitored, it was impos-
sible for the team to coordinate and act without police supervision. The near complete
surveillance of communications of this particular activist not only neutralized his impact
within the organization and against the state, but also prevented him from, e.g. safely
using email and other electronic channels to contact his friends and family, and limited
his use of electronic devices in general. This in itself constituted a form of repression,
since the fact of being under observation was clear to him from a certain point in time,
and no countermeasures were available to him. Physical surveillance was employed as
well, with the police following Domenjoud whenever he went. Whether this measure
was meant as actual surveillance or simply as an intimidation strategy is open. How-
ever, Domenjoud’s surveillance was most likely initiated based on his association with
COP21 and as such did not stem from mass government operations.

The situation was different in case of Andrej Holm, German sociologist working on
the topic of gentrification in Berlin. I include a brief description of his case here, so as
to give comparison with the COP21 case in France, where no right of notification exists,
nor are there any requirements to justify surveillance operations. Holm was put under
surveillance by the German intelligence police agency (Bundeskriminalamt, or BKA)
based on the keywords in his internet searches, which included "gentrification", "repro-
duction", and "Maxist-Leninist". Based on seven keywords, all common words for a
researcher of his specialization, Holm was placed under full-fledged online surveillance
in 2006 and suspected of being a terrorist in a militant group. Together with Holm, a
network of other people was likewise surveilled, including his friends and colleagues.
Among them was an activist and political scientist Anne Roth. And since in Germany
such cases of surveillance can be well-documented by the citizens thanks to the right

5The full version of the documentary is available online in open access, url: https://vimeo.com/nothin
gtohide (Accessed May 10, 2021).
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to notification, the parties involved are able to seek legal recourse ex post and raise the
issue within the public debate. On the other hand, because Holm’s case was one of un-
targeted mass surveillance (based on a purely algorithmic evaluation of mass records of
online searches), it can also be seen as more serious, politically speaking, than the case
of Joël Domenjoud and the rest of COP 21 activists.

However, in the French surveillance landscape (described in section 2.1.2), no right
of notification is available. Given the flow of technologies within the EU, it is safe
to assume that mass surveillance measures very similar to those in Germany are being
used against activists, scholars and other citizens in France as well. Therefore, any
citizen undertaking an activity or research in areas or topics which may be classified as
problematic to the French state, should, as a matter of fact, expect to be placed under
surveillance similar or exceeding that used against Holm, Roth, and others in Germany.

3.2.2 The emergence of collective rights

Wolfers (1952, p. 481) observed that both terms, national security and national (or

public) interest are ambiguous in that they are likely to mean different things depending
in the context. Some particular events, such as the 9/11 attacks bring about systematic
transformations in national security. For instance, Zelikow (2003) gave an account of
the national security transformation planned by the Bush administration after World
Trade Center attacks. His description of the direction of the transformation included
clear colonial and hegemonic ambitions, referred to as the "unique responsibilities [of
the USA] as the greatest power in this pluralistic world" (Zelikow, 2003, p. 19). Hence,
the precisification of the national security as performed by the state administration may
also be, and, in fact, often is ideology-driven at least to a certain extent.

New elements may be included in the scope of national security agendas as particu-
lar problems emerge as a threat to public interest or national interest. For instance, Levy
(1995, p. 36) argued that global environmental degradation was a threat to the USA,
while defining three forms of connection between the environment and security, exis-
tential, physical and political.6 Nevertheless, it is safe to say that non-violent activism,
climate or otherwise, as well as general political involvement of the citizens cannot be

6The existential link relies on the relationship between certain aspects of the global environment and
the US national values, which, are so strong that they give rise to security interests. The proponents of this
view are, among others, Jessica Tuchman Mathews and Norman Myer (Levy, 1995, p. 36). The physical
link means that the global environmental degradation has consequences which may arise as physical
threats to US security. Finally, the political link is indirect and includes issues such as the appearance of
environmental refugees, resource wars, etc.. Surprisingly, Levy considered the political link between the
environmental degradation and national interest as "the weakest substantive threat to US security".
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included among the security threats in a democratic state. In other words, a state which
aspires to be called democratic must formulate its security agenda in a way which makes
normal political activity, including protests and civil disobedience, possible and feasible.

Given Levy’s assumptions, it is clear that in the case studies discussed in sections
3.2.1 and 3.2.1 the measures taken against activists and citizens do not fit into the no-
tion of national security, at least not in conjunction with the principles of a democratic
state. That is, state surveillance, including mass surveillance, often has little to do with
the national or public interest. What is more important here, however, is that neither
of the presented case studies concerned a clash between strictly personal privacy and
national or public interest. Rather, privacy of individuals is treated as a collection of
pressure points which allow the state to diminish and neutralize a collective agenda of a
group of citizens. Political privacy of the collective can be eliminated by targeting the
individuals who engage in it. When mass surveillance is available, a simple network
analysis allows the state to identify those individuals whose neutralization will be the
most cost-effective. For instance, the French state decided to force disengagement from
the members of the legal team of COP21 through home arrests, as well as physical and
communications surveillance.

For this reason, I argue that political privacy must be considered as spurring a col-
lective right, in addition to individual rights. In the recent years there has been a surge in
collective rights programs, including in the debates on cultural appropriation and slav-
ery reparations. Although there are stark differences between the problem of privacy
and those of cultural appropriation or slavery and its consequences, note that the emer-
gence of the idea of a collective right is relatively recent. As a result, the way in which
the collective rights programs are formulated will be similar, often relying on similar
theoretical infrastructure, even if the nature of the rights varies from case to case.

Certain rights are more likely than others to be considered as applying to a collective.
For instance, the right of freedom of association by definition involves multiple individ-
uals and thus cannot be granted to each citizen separately, but denied when groups or
collectives are involved. Guttman (1984, p. 122) observed that while various contri-
butions developing the right to freedom of association contain both an individualistic
aspect and a collective aspect, the former received more attention. In relation to privacy,
Guttman also referred to NAACP v. Alabama, where the relationship between privacy
of association and the freedom to associate was established. Namely, the Court decided
that membership disclosure violates freedom of association. In this case one could say
that political privacy protects the right of political association. In turn, the right to pri-
vacy and the right of political association protect the right to vote, which is also uniquely
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political (cf. Guttman for detailed argumentation).
In the legal system of the USA, privacy as protected by the 4th Amendment was

thought to touch upon individual and collective interests at least as far back as the 1970s,
notably within works of Dworkin (1973) and later Doernberg (1983). However, in these
and other contemporary legal analyses, the collective aspect of the right to privacy was
seen as opposing individual freedom. That is, the collective need for limiting the scope
of privacy was in the center of attention, while the benefits of privacy protection to the
collective interest were mostly ignored. This line of reasoning is consistent with a view
which persisted in later scholarship, where the desired scope of privacy protection was
defined as whatever remained of private interest once it was reconciled with collective
interest, the latter being interpreted as countering privacy.

As a result, the very origin of the development of collective rights as a concept was
rather complicated. Sanders (1991, p. 368) pointed out that the notion of group rights

or collective rights was initially often used by non-democratic states to justify human
rights violations, including, in case of South Africa, apartheid. Following similar logic
to that of Dworkin (1973) and Doernberg (1983), non-democratic leaders conjured up
collective interests which would justify violations of individual rights on a case by case
basis. Sanders (1991, p. 368) also observed that the rights of minorities, construed as
group rights from the start, were seen as a threat to the integrity and power of the nation-
states. This perspective can still be found in today’s nation-states, including the ones
described in section 3.2.1. Public security, especially national security, is often presented
by the state as requiring far-reaching violations of group and collective interests and
rights, especially when the violation may be disguised as directed against individuals
instead of groups and collectives.

Fortunately, more constructive approached to group and collective rights emerged in
parallel, including one where the rights of Indigenous peoples are considered collective
rights (Clinton, 1990). And although collective rights were mostly considered as ap-
plying to minorities and colonized peoples (Dinstein, 1976), soon they developed into
human rights, which could, at least in principle, be applied or extended onto humanity
in general. In the political context, the idea of collective human rights was still debated
in the context of political science. Freeman (1995, p. 27) for instance reiterated the
argument summarized by Clinton (1990) that minority rights (here equated with group
rights) are exceptional, as they limit the sovereignty of the nation-state.

By the time of the political debate of the 1990s, the idea that human rights actually
are (and ought to be) transnational in nature was widely spread. In a book by Felice
(1996), Falk argued that collective human rights allow for a "conceptual recasting of
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the human rights discourse", which "is a coherent and helpful way to make difficult
civilizational passage from modernity to a type of postmodernity that is reconstructive,
not deconstructive" (Felice, 1996, p. xiii). And although the project of third generation
human rights met with initial resistance (Kooijmans, 1990), the underlying notion of
solidarity rights was sufficiently rooted in international human rights jurisprudence to
allow for including certain third generation rights in subsequent declarations of the UN.
This included, e.g., the 1986 UN declaration on the right to development (Kiwanuka,
1988; Sengupta, 2001). Following a similar intuition, Clancy (2010) proposed to add the
collective aspect to the 4th Amendment right, effectively construing a partial collective
right to privacy. In this dissertation, I propose that we consider political privacy to be
a collective human right – in addition to being an individual right – and add it to the
catalog of third generation human rights, alongside the rights to development, peace,
and healthy environment.

Cultural appropriation v. collective rights of the Indigenous peoples

Collective interest, as well as the rights which protect it, can have a lasting positive
impact on societies, and one which is by nature intergenerational. Grzybczyk (2021)
proposed changing the approach to many of those rights which so far have been per-
ceived as uniquely applying to individuals. This includes various intellectual property
rights, including ownership of all products of a specific culture which constitute part
of the culture’s heritage. The notion of cultural appropriation was coined to name the
specific type of theft, which takes place when a person or a business agent who cannot
legitimately represent the culture in question, derives or uses the products of the culture,
usually for profit (either financial or indirect, rooted in projecting values or aesthetic spe-
cific to the appropriated culture). Cultural appropriation is most dangerous in situations
when an entity in position of power appropriates the culture of a colonized or otherwise
repressed group.

Similarly as with the right to privacy, a violation of cultural assets may take place
via illegitimate use of intellectual property of an individual, e.g. the work of a specific
artist. Such a violation also creates a dent in a more general cultural ownership, which
normally benefits the collective of people who legitimately share in the culture. Benefits
of cultural ownership may be found in the capacity to create a distinct group identity,
develop this identity in accordance with the shifting group values and objectives, and
also in the ability to profit financially and socially from the shared identity and the
cultural products originating from it. Grzybczyk (2021, p. 20) observed that lack of
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protections for group rights surrounding cultural ownership resulted in fading away of
various folk traditions and products. Similarly, unrestricted chipping away at individual
privacy in situations where political behaviors and attitudes depend on it will take a toll
on the future development of democratic institutions and good practices. In this sense,
political privacy can be seen as a measure of protecting the social and political heritage
of the collective.

Collective rights and collective damage: slavery reparations in the US

Another important intuition concerning privacy as a collective right comes from observ-
ing the debate on collective damage incurred on the African American population in
the US. Arguing from a moral and legal standpoint, Thompson (2002) laid ground for a
theory of reparations where the group which benefits from the heritage of slavery has a
moral responsibility to make up for the setbacks which the past damage has caused in
the descendants of the enslaved.

Leaving aside numerous questions and controversies present in this particular debate,
one may take from it a crucial notion that doing damage to a group or a collective should,
in addition to individual reparations, also include group reparations. In order for this to
happen, an appropriate organ or institution must be put in place, capable of receiving and
redistributing the group reparations for the damages incurred on the collective. I argue
that this should be case with political privacy as well, even if specific implementation of
this rule may prove difficult.

In the case of the US reparation program, group reparatory measures may include
putting in place more equitable education and work opportunities for the descendants,
increasing welfare subsidies in order to make up for the wealth gap between the de-
scendants of the slaves and slave owners, as well as ensuring that basic services such
as access to healthcare, law enforcement, or transportation are equally available to both
groups. This reparatory distribution of wealth and services may happen via the federal
or state budget because the state is not the offending party, assuming that the legal and
political tools of oppression have been mere instruments, but not agents of the damage
to the African American community. In the case of privacy, the offending party is often
the government, which means that an independent body or network of bodies would be
needed to decide on the fair redistribution of reparations for political violations, includ-
ing violations of political privacy.
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3.2.3 Summary

In this chapter, I discussed the right to privacy in selected liberal approaches, together
with their criticism. I contrasted them with some of the non-liberal approaches to pri-
vacy, especially the arguments which reject the right to privacy together with other uni-
versal human rights. This non-exhaustive philosophical overview was meant to lay the
groundwork for a presentation of cases where the right to privacy emerged as a collective
human right, in addition to being a right an individual right.

As the discussed case studies show, political privacy does not depend on accepting
liberal political philosophy, or even embracing the limits of strictly personal privacy. In
other words, even those of us who are willing to spy and be spied on by our neighbors,
should put effort into protecting political privacy as long as they want to live in a state
which is minimally democratic, that is, allows for safe use of critical political tools of
the voters and citizens without the risk that their actions, words, and relationships are
going to be used as a leverage against them.
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Chapter 4

Political privacy, surveillance
capitalism, and public security

In this chapter, I discuss how political privacy relates to global economics and public
security. I introduce the notion of surveillance capitalism as defined by Shoshana Zuboff
(Zuboff, 2019). Although the definition of surveillance capitalism which emerges from
Zuboff’s work is rather versatile, including characterizations based on human rights
and social order, her analysis focused on economic and not strictly political elements
of privacy and the right to privacy. However, since the importance and relevance of
Zuboff’s findings is indisputable – there exists a strong feedback between politics and
economics – then it is necessary to give account of the main tenets of the theory of
surveillance capital before attempting further examination of political attitudes towards
privacy and psychology of privacy, and their relation to public and national security.

One of the most important observations stemming from Zuboff’s theory of surveil-
lance capital is that surveillance capitalism gives rise to a new type of power (including,
but not limited to, political power), that is, instrumentarian power (or instrumentari-
anism). Instrumentarian power relies on the ability to predict and systematize human
behavior and allows those who wield it to shape human behavior in line with their own
goals and preferences. Although shaping and influencing human behavior, including the
behavior of masses is not a new phenomenon, the creation of processes and tools used
to truly know behavioral patterns, that is, being able to explain and predict human be-
havior with near perfect certainty and on a global scale, is entirely new and recent. Here
also lies the reason why privacy, including political privacy, is not so much dependent
on technological advancement, but rather – on the development of the new economic,
social and political paradigm that is surveillance capitalism. Comparing surveillance

118

118:9833380416



CHAPTER 4. 119

capitalism to earlier forms of capitalism, one can say that surveillance and surveillance
capitalism are not inherent to participating in any technology, similarly as the ability to
manufacture objects out of raw material is not inherently rooted in capitalist economy.
The raw materials (in earlier economy this being wood, water, ore, or other resources,
in surveillance capitalism – users, that is, real people and their behavioral patterns) and
the tools and technologies applied to them could just as well be used outside the eco-
nomic paradigms of capitalism and surveillance capitalism. And just as the abuses of
capitalist economy are not due to tools such as wood cutters or automated production
lines, the abuse of our privacy is not due to technologies being available, but due to the
logic which underlies surveillance capital.

4.1 The emergence of surveillance capitalism

4.1.1 First and second modernity

The overarching theme of the story of surveillance capital is that of "second modernity".
The first mass consumers in history participated in what is known as "first modernity", a
brief industrial period of history (ending roughly in the 1960s) where human life became
individualized, in the sense that great numbers of people were able to break away from
the norms, rules and meanings enforced by tradition, lineage, and other social and his-
torical conditions. This separation meant that human life became open ended, a process
to be actively shaped or discovered, and not a certainty to be enacted, as in pre-modern
times. Zuboff remarked that although the deficiencies of the social or economic environ-
ment makes open-ended future unlikely for many people, even the most disempowered
of them cannot experience their fate as the only possible story (Zuboff, 2019, p. 33). At
the same time, the emergence of individualization has nothing to do with the neoliberal
ideology of individualism or the psychological concept of individuation1. Individualiza-
tion relevant here is a long-term consequence of modernization and does not depend on
any philosophical or psychological prerequisites.

In comparison to the "first modernity", the challenges faced by the inhabitants of
the "second modernity" are even more complex. On the one hand, "second modernity"
people experience the right to choose their own lives, but, on the other hand, this right
is also not something one can resign from – it becomes a necessity. Ready availability

1Zuboff (2019, p. 33) understood individualism as the ideology which shifts all or most responsi-
bility for success or failure onto a highly idealized individual, existing in social and familial vacuum.
Psychological individuation is defined as a lifelong process of self-development.
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of life-improving phenomena such as public healthcare, cheap consumer goods, intel-
lectually demanding work, and so on, makes the "second modernity" the stage where
humanity may shift away from collective solutions in favor of the exploration of an in-
dividual "self". However, Zuboff pointed out that because of the collision between the
consciousness created by the second stage of contemporary modernization and the eco-
nomic violence stemming from decades of neoliberal governance, the "second moder-
nity" does not offer a trouble-free everyday reality for its citizens. Rather, economic
conditions tend to limit the possibility of reaching one’s own existential and social and
political potential, even when the goal seems well within our cognitive and physical
capacity. This so called economic "neoliberal habitat" became a breeding ground for
anti-democratic policies and solutions, one of which includes a push back towards im-
posing the absolute authority of market forces in the lives of the citizens (Zuboff, 2019,
p. 39):

In the “crisis of democracy” zeitgeist, the neoliberal vision and its reversion to mar-

ket metrics was deeply attractive to politicians and policy makers, both as the means

to evade political ownership of tough economic choices and because it promised to

impose a new kind of order where disorder was feared. The absolute authority

of market forces would be enshrined as the ultimate source of imperative control,

displacing democratic contest and deliberation with an ideology of atomized indi-

viduals sentenced to perpetual competition for scarce resources. The disciplines of

competitive markets promised to quiet unruly individuals and even transform them

back into subjects too preoccupied with survival to complain.

To make matters worse, lack of economic stability brought about by the rise of ab-
solute market freedom of raw capitalism, discourages social participation. As Piketty
(2013) argued, capitalism without strong limitations by democratic institutions is anti-

social and has caused many regions to revert to the preindustrial, "feudal" hierarchies
due to the sharp rise in economic and social inequalities. A compelling case study of eco-
nomic and social inequality caused by market-based order was presented by You Yenn
(2018), who focused on the social and economic conditions in Singapore.

Another element of the neoliberal habitat of surveillance capital was the acceptance
of the dogma of "shareholder value maximization", that is, an idea that the sole objective

purpose of the firm is to bring profit to its shareholders. In particular, no bounds on
social, political or environmental impact were imposed on firms and their operations.
In this sense, the abominations of surveillance capitalism stem from the same source
as the large-scale ecological disasters caused by corporate exploitation of the natural
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environment. A crucial observation here is that, despite what most marketing campaigns
try to convince the consumers that social, environmental and political responsibility is
not a solid component of the logic of business operations of modern firms.

In these conditions, it is understandable how the forces behind "real" capital seized
the digital resources. It is also natural that citizens of the "second modernity" slowly
started to consider the digital sphere their primary social and political playing field, as
most online activities did not, at least in the early stages of Internet development involve
any large investments or economic power, contrary to the conditions in extra-digital re-
ality. Soon, citizens using mass digital services were turned into the raw material of
the new market paradigm, that is, surveillance capitalism. In 2004 Google launched
targeted ads based on markers found in users’ Gmail correspondence. In 2007, Face-
book followed with Beacon, a tracking counterpart of the software used by Google, but
targeted at its own users. Zuboff (2019, p. 49) makes clear that users were at no point
considered a party in this market process. Rather, advertisers were seen as clients of the
firms which used surveillance in order to extract the most value our of their raw material
– the users. This exploitation mechanism successfully mimicked the neoliberal social
ideology by imposing unreadable documents called "privacy policies" on users who ac-
cepted them automatically, inadvertently agreeing to a "contract" the shape of which
they have no change of influencing. Finally, the surveillance capitalist firms turned to-
wards presenting the exploitation and violation of users as a necessary evil, a cost of
"free" online services which they provided.

4.1.2 Neoliberal economy and the "policy vacuum"

The pressures from the societies of the second modernity, especially concerning equal
rights, political participation of marginalized groups, and austerity measures, added to
the confusion and chaos in which the political decision-makers of the mid-1970s found
themselves. Facing the period of economic stagnation and crisis in the USA and UK, the
politicians of the era sought for a remedy to the "policy vacuum" which hindered further
social and economic development in both countries. The neoliberal economists of the
time saw this impasse as an opportunity for realizing their radical free-market economic
theories. The political ideology which accompanied the free-market agenda soon spread
from Europe to the Anglo-American world. From the policy-maker perspective, neolib-
eral free-market economy offered an easy solution out of the "policy vacuum" problem.
Instead of creating policies for regulating the emerging markets and social conflicts, the
free-market theories suggested that most processes in economy, social and political life
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are somewhat self-regulating. This meant that the lack of policies was something to be
accepted, or even embraced, rather than remedied.

Zuboff links the emergence of the surveillance capitalism’s foundations to the work
of three economists in particular. First, Friedrich Hayek, who received the Nobel Memo-
rial Prize in Economic Sciences in 1974. The essence of capitalism à la Hayek required
that inequality of wealth and rights was accepted a positive element of unrestrained mar-
ket forces working their way towards the progress of society. Hayek also laid the ground
for the soon to come theory of the firm, which secured the privileged position of con-
temporary surveillance capitalist firms in their relation to society and public authority.
Specifically, the firm was seen as a distinguished agent in the economic system, one
which, in optimal economic reality, could operate without any limitations other than
those of the market itself. In Hayek’s view, the markets "extended order" was supe-
rior even to legitimate political authority of the state, which ultimately meant complete
submission, individual and collective, to the invisible forces of the market.

Next, Michael Jensen and William Meckling completed Hayek’s work by starting
the shareholder value movement in 1976. In their theory of the firm, they proposed
to do away with the pro-social mission of firms altogether. The manager was seen as
a parasitic agent, subsisting on the resources of ownership, hindering the growth of
shareholder wealth. The market metrics, that is, the indicators of the assumed "extended
order" were supposed to help owners limit the cost of management by using an incentive
system based on share price of the corporation.

This way of thinking spread towards politics, as the approaching crisis of democracy
called for solutions to the new problems, requiring a new type of social and political
order. The imperative authority of the market allowed the politicians to postpone mak-
ing high-stake decisions and silence the growing discontent of the second modernity
citizens.

The political evils of the post-socialist era were replaced by new enemies, this time
enemies of the free market: state regulation, welfare and other collective policies, indi-
vidual protections and principle-driven democratic processes. Economic progress was
designated as the ultimate goal of societies, where competition was interpreted as a valid
alternative to social justice.

4.1.3 Civil unrest as a signal of neoliberalism’s success

Zuboff pointed out that the success of neoliberal economy has become apparent by early
2010s. The term success has a specific meaning here. Neoliberalism did what its logic
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was designed to do: advance those market agents who turned out the most powerful,
and demote those who could not match up to the power of the rich. The largest transfer
of income to the top in human history took place, causing the living conditions of the
majority of the global population to decline, despite the explosive digital and economic
growth.

One of the results of neoliberal policies in the USA and the UK was the wave of
protests and other acts of civil disobedience, often rooted in the wealth inequalities.
Post-transformation life as a regular citizen has become unbearable for so many that
the durability of growth came under threat.2 The political systems embedded in free-
market economy also became unstable, which brings to light another motivation for
state usage of surveillance tools, that is, curbing the risks of protests and revolutions
caused by growing social discontent at state management. As I argue throughout this
dissertation, political privacy is a natural antidote for instrumentarian power, including
instrumentarian power derived from surveillance.

4.1.4 Surveillance capital as the new type of economic power

The needs of people inhabiting the contemporary "third modernity" radically differ from
those of their predecessors. Combined with the economic-political fertile ground, those
needs enabled a mutation of the capitalist economy, which resulted in "a new breed of
economic power" (Zuboff, 2019, p. 52).

New ways of justifying corporate privacy and consent violations became possible
thanks to careful framing and redefining the notions such as client, corporation, and
service. Before the third modernity, the idea of a corporation violating their clients’
privacy as part of their service was outright rejected. Often the very motivation for de-
veloping the legal and political concept of privacy was to prevent companies and public
institutions from such violations. However, in the new digital economy, the corpora-
tions started to label themselves as "service providers" – a move which obscured the old
client-company relationship. As service providers, companies were no longer account-
able to those who used their services. Clients were replaced by users, people who peruse
the services while having no control over their conditions. A powerful distraction was
born in the form of postulated trade-off between accepting the corporate violations and
access to their services. The argument based on this alleged trade off, though invalid
both pragmatically and legally, became known as the "get over it" argument, taking its
name from the infamous quote by Scott McNealy (see section 3.1.1). By this token,

2For a detailed study of the wealth transformations in neoliberal capitalist systems, see Piketty (2013).
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the service provided by the corporation was "free", meaning that no payment was ex-
pected of the users – as long as they agreed to any and all conditions put forward by the
"provider", including violations of their privacy.

One of the bargaining cards in the hands of corporations was that their services
were not specified, but rather added up to general access to information, connection
with others and market inclusion. In this sense, though users could make do without a
particular service, they could no longer forego all of them. The violations allowed the
companies to collect raw data and turn it into surveillance capital, selling it to their new
"clients" – other corporations and political agents who could make use of the massive
collections of data or access and exposure to large groups of "users".

4.2 The psychology of privacy and surveillance

In everyday discussions concerning privacy, as well as in privacy education, arguments
based on the perception of privacy are often in the center of attention. Those percep-
tions and opinions about what should be private and when our privacy is being violated
typically originate either from individuals’ psychology, or from culture in which they
live. In this section, I briefly list the psychological factors which contribute to the ev-
eryday perception of privacy, as well as some of the arguments and opinions which they
bring to the fore. Notably, these tendencies and biases made possible the use – both by
surveillance capitalists and by state surveillance entities – of what Zuboff dubbed be-

havioral surplus, understood as the value which our activity and relationships produce
under surveillance.

4.2.1 Psychological incentives behind the behavioral surplus

As Zuboff pointed out, our activities and relationships, and especially the behaviors
which are the building blocks for these spheres of our lives, may be turned into value

when treated as raw material for surveillance capitalist production. Since these behav-
iors are often monitored and recorded digitally, the outcome of this process takes the
form of a collection of data: information displayed in a standardized and consistent
format, available for further structuring, interpretation, and use.

For instance, a phone conversation between a man and his produces a set of metadata,
including the information on when the call started and how long it lasted, where both
have been at the time, etc. The metadata can be amended by a recording of their voices,
eligible for content and emotion analysis later on. A single phone conversation may be
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amended by a number of other conversations, not just on the phone, but also ones made
in person, through geospatial monitoring of their whereabouts and using their smart
devices to make a recording of audio or video. All the data collected in the process of
surveillance of the two, may be used and re-used in multiple contexts, and for a multitude
of purposes, including sales, advertising, insurance rate calculation, criminal monitoring
and prevention, mass data analysis, flow tracking (that is, estimating how many people
visit or pass through a given point on the map at each moment), risk estimation, social
monitoring, etc. If any of the two become distinguished points of interest in the social
network, their relationships and other activity, as well as that of their friends and family,
will be subject to more attentive, near real time analysis. In particular, the specific
elements of the relationship may be leveraged against the father or the daughter in order
to force a decision or a confession.

Such scenarios are in fact commonplace in mass surveillance endeavors such as
the American NSA’s programs. The whistleblower Edward Snowden (Snowden, 2019,
chapt. 25) gave an account of one such monitoring which gave the NSA insight into
parental bond with a child, where the father was singled out for monitoring because he
sent out a job application to an Iranian university:

The grounds for suspicion were often poorly documented, if they were documented

at all, and the connections could be incredibly tenuous — "believed to be poten-

tially associated with" and then the name of some international organization that

could be anything from a telecommunications standards body to UNICEF to some-

thing you might actually agree is menacing.

Selections from the man’s communications had been sieved out of the stream of

Internet traffic and assembled into folders — here was the fatal copy of the résumé

sent to the suspect university; here were his texts; here was his Web browser his-

tory; here was the last week or so of his correspondence both sent and received,

tagged to IP addresses. Here were the coordinates of a "geo-fence" the analyst had

placed around him to track whether he strayed too far from home, or perhaps trav-

eled to the university for his interview. Then there were his pictures, and a video.

He was sitting in front of his computer, as I was sitting in front of mine. Except

that in his lap he had a toddler, a boy in a diaper. The father was trying to read

something, but the kid kept shifting around, smacking the keys and giggling. The

computer’s internal mic picked up his giggling and there I was, listening to it on

my headphones.

In cases like these, the violation of privacy is multifold. Not only the academic’s
professional and leisure activity in his home was surveilled, but also his relationship
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with his son and wife. By gaining access to a single gateway – the man’s computer –
the surveillors can also force open the doors to all spheres of activity (including rela-
tionships) which are enacted in front of or using the computer or a mobile phone. The
idea of this kind of access being even possible, let alone being in actual operation, came
as a shock to the international community when Snowden first revealed the American
surveillance programs and methods in June 2013.

However, the undoing of the surveillance systems which were already in place proved
prohibitively difficult for many, both inside and outside the government. Some of the
legal struggles which followed the Snowden revelations were described in section 2.2,
but what remains is the following question: if we already know that our mobile and elec-
tronic devices are being used to violate the privacy of our relationships and activities,
why won’t we stop using them? If the social networking platforms used by surveillance
capitalists are turining us into raw material, impacting our financial, political and per-
sonal decisions in ways beyond our control and best interest, why do we maintain our
presence on them? These mass decisions have no political or legal explanation. In order
to understand them, one needs to track how the surveillance capitalist companies lob-
bied for accepting privacy violations early on in their projects, and used psychological
biases of their users to their advantage.

4.2.2 Eliminating decisions

One of such biases in human psychology which surveillance capital makes regular use
of originates from the decision and attention fatigue, phenomena typical of how human
brains function. Social media platforms and other service providers, such as Apple,
Instagram, and Facebook, have been successful in making easy the decisions which
align with their business agenda and, conversely, making going against them almost
impossible for the users.

The events and exchanges which require an action or an expression of consent from
the legal point of view, do not necessarily translate into actual decisions which users
make in the process of "signing contracts" with a surveillance capitalist firm. As Rustad
and Koenig (2014, pp. 1431-1432) observed, the Terms of Use (ToU) of services such as
Instagram are structured and executed in a way where accepting them requires virtually
no actions for active users and a single mouse click for new ones, but are difficult and
resource-costly to repeal or revoke. Moreover, the ToU can only be changed by the
platform or the service provider, but not the user, which means that users can only access
the offered services at the price of near total uncertainty about how the data regarding
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their activity will be used. This includes being unable to decide who will have access to
the data, for how long, or whether the data will be given away or sold to a third party,
who also may make unrestricted use of it. Even if the specific ToU offer restrictions in
using the data at a particular point in time, they can be unilaterally changed by the firm
later on, with no tenable path of appeal for the affected users.

There are at least two strategies which surveillance capitalists rely on to stabilize
this unilateral bond. First strategy is to normalize the delegation of decision making, for
instance, through making their ToU inaccessible, lengthy, and incomprehensible. Users
trying to access the platform’s services need several hours at best to become familiar
with the content of the ToU, possibility being unable to understand them in full without
consulting a lawyer, but at the same time they are a single click away from "accepting"
the ToU, thus allowing the service provider to make the decision for them. Later on, any
change in the ToU requires significant legal effort, such as the class action lawsuit filed
against Instagram in 2012 and 2013 (cf. Rodriguez v. Instagram, Funes v. Instagram).
Overall, this contractual setup is designed to discourage individual involvement and
replace it with apathy and submission to the service provider’s financial goals. This
kind of conditioning for passivity has by now become second nature to most individuals
who engage in online and electronic services as users.

The second strategy, which I will call no opt-out (NOO), used in which context is to
present the delegation-for-service exchange as something normal, standard, or otherwise
unavoidable for an individual. Advertising campaigns for online platforms often rely on
human need of belonging, exemplified by the following marketing slogan by Facebook
from 2013: "Your friends are waiting inside your phone. Set them free with Facebook
Home."3

In the context of surveillance-based platforms, simple, intuitive prompts are pre-
sented as arguments for the overall fairness the delegation-for-service exchange. Users
are led to believe that either everyone else has agreed to the exchange already, so dis-
agreement would lead to isolation from the group, or that there exist no viable alter-
natives to the service based on surveillance. The latter prompt is closely related to a
more general narrative of surveillance capitalists, where technological advancement is
defined as logically equivalent to submission not limited to privacy issues. In this area as
well, human adversity to change and isolation, as well as their susceptibility to intuitive
slogans backed by power of access and connection, work against individuals who might
otherwise protest or boycott the abusive ToU and other forced conditions of the services

3A tweet on the official Meta account, url: https://twitter.com/meta/status/320916102689472512
(Accessed March 9, 2022).
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they use.
This problem is not limited to the decisions concerning becoming a user of the par-

ticular service. Social media platforms adapt their marketing and advertising strategies
to the social proximity between their users (Song et al., 2014, p. 765). They may
also obtain reliable personality evaluations for their users (Golbeck et al., 2011) and
later use these evaluations to influence users’ behaviors, including political and voting
choices (Riezebos et al., 2011). Case studies for the 2014 Scottish referendum and the
2013 General Election in Pakistan were produced by Munir (2018) and Butt and Awang
(2017) respectively. The infamous case of Cambridge Analytica engagement in political
matters of the US, as well as other countries, were covered by, among others, Wylie
(2019) and Isaak and Hanna (2018).

4.2.3 Panopticon v. decision-making

Another psychological aspect of perceptions of privacy in the context of surveillance
is how human behavior changes under observation. Both pro- and anti-surveillance
arguments acknowledge this aspect of observation. As historical cases indicate, workers
are easier to control and organize under surveillance, maximizing labor effectiveness.
Surveillance is also beneficial for the employer in other ways than through increasing
productivity: workers under surveillance may have a harder time establishing personal
relationships and creating labor unions, as I will show in section 4.3.3. Regular citizens
are less likely to commit minor offenses, such as jaywalking, but also less likely to
organize a political opposition or a successful protest (see section 2.1.2). Consequently,
a plea for privacy protection is often met with a question about the workers’ or citizens’
purpose: why do you need privacy? What is it that you are trying to hide?

The pro-surveillance (or anti-privacy) slogan known as nothing to hide argument

(NtH) is perhaps better characterized as an incentive to share information than as an ac-
tual argument in the public privacy debate. Marwick and Hargittai (2019) also showed
that NtH can also be viewed as a mental coping mechanism among the individuals
who display resignation towards privacy violation in the online context. This attitude
is closely related to NOO (no opt-out) strategy used by surveillance capital companies
from early on, aimed at conditioning individuals who partake in their services to pas-
sivity and thus turning people who would normally see themselves as clients into users.
The mindset related to the status of a user causes individuals to perceive little to no
control over their ability to make decisions related to privacy protection. For those who
believe that privacy protection is not possible (or, in other words, information sharing
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is not optional, but mandatory), NtH often becomes a consolation and a mechanism to
rationalize the inflexible reality of participating in online platforms (Marwick and Har-
gittai, 2019, p. 1697-1698). Yet another use of NtH was identified by Murumaa-Mengel
and others, who conducted a study on privacy perceptions in Estonia in 2014. Esto-
nian residents were characterized in the study as enthusiastic about new technologies,
but at the same time skeptical of surveillance, due to the Soviet past of the country.
The results of the study suggest that among Estonian residents, NtH was often used as
a risk mitigator, a coping strategy in complex informational privacy situations. When
individuals were unable to fully comprehend the risks behind perusing online services,
especially with respect to privacy risks and confusing practices of the service providers
(Murumaa-Mengel et al., 2015, p. 196).

Since the NtH strategy was first put forward, to later be reinforced by the social and
political implications of the American "war on terror", many have refuted its legitimacy.
Cofone (2019) explored the economic legitimacy of NtH in the context of information
disclosure, showing that individuals who have nothing to hide from the perspective of
the decision-maker, still have a lot to lose if information disclosure becomes a part of
the economic model. This analysis adds to the normative justification of privacy, based
on two case studies, involving the use of genetic information in the context of health
care, and the value of silence in the context of tax privacy. Solove (2007, 2011a) argued
repeatedly that NtH offers an apparent trade-off between privacy and security, but that
the trade-off is false. Solove (2011b) observed that NtH is often presented as an argu-
ment in contexts which involve a very narrow segment of privacy protection, limiting
the prognoses of the damage which specific security-oriented solution may cause in the
legal and political system:

In many cases, privacy issues never get balanced against conflicting interests, be-

cause courts, legislators, and others fail to recognize that privacy is implicated.

People don’t acknowledge certain problems, because those problems don’t fit into

a particular one-size-fits-all conception of privacy.

According to Solove, one of the reasons why this harmful lapse in impact estimation
is possible, confusing our understanding of the trade-off between privacy and security, is
that a more general concept of privacy is missing from the academic and public discourse
– the problem which this dissertation is aimed at eliminating (cf. chapter 1).

An important consequence of the popularization of NtH was the conception of a
narrative where seeking privacy is seen as implicating criminal intent or criminality.
Although, similarly to NtH, the idea of privacy as criminality does not offer a legitimate
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anti-privacy argument, it became a strong tendency in policy-making, to the extent that
certain privacy-enhancing solutions are seen as criminal or cyber threats. Such was the
case with the EU cyber security agenda and solutions such as the Tor network or end-
to-end encryption.

4.2.4 The paradox of end-to-end encryption in Europe

Koomen (2021) observed that secure encryption4, including end-to-end encryption (E2EE),
has played a paradoxical role in the debate on data protection in Europe.

End-to-end encryption (E2EE) is a method used in digital and mobile communica-
tion, where only the communicating users are able to decipher the messages. Although
various methods of E2EE offer different levels of protection, successful deciphering
(known as eavesdropping) or modification of E2E-encrypted messages is considered ef-
fectively impossible from the probabilistic point of view. And so, in principle, E2EE
prevents potential eavesdroppers from obtaining the decryption keys necessary to de-
cipher the messages between communicating users. This includes malicious state and
public bodies and service providers, such as Internet and communication services, and
others.

Users protected by E2EE ensure that only the sender and the recipient may access
and modify the information exchanged in the conversation. Because no third party can
access the data, companies which provide E2EE cannot provide so called backdoor to
the conversation, or hand over the messages of their users to the authorities. This fact
was interpreted as an obstacle to law enforcement in the EU, and declarations to weaken
or eliminate E2EE in Europe have been undertaken by cyber security institutions.

In July 2020, two related strategies were launched by the European Commission,
an update of the EU’s Security Union Strategy and a plan to combat child sexual abuse
(Koomen, 2021). Parallel proposal of the two was not a coincidence. In both strategies,
E2EE was framed as a method used by criminals, including child abuse perpetrators, to
mask their identity. This way of presenting E2EE focuses on the perspective of the law
enforcement, or public safety, alleging that the elimination of E2EE would be beneficial
to public safety. This caused some of the central EU bodies to envision E2EE primarily
as aiding criminal activity. For instance, thee European Commissioner for Home Affairs

4Encryption sensu largo is the process of encoding information by converting the original representa-
tion of the information, called plaintext, into an alternative form, called ciphertext, according to a given
method. A safe encryption method is such that only authorized parties are able to decipher the ciphertext
back to plaintext, thus being able to read the original message. If the message is intercepted by a third
party, but the message was encrypted using a safe method, then, at least in principle, the interceptor should
be unable to access the information in the original, meaningful format.
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Ylva Johansson said that the problem of encryption requires developing a technical so-

lution, implying that the EU law enforcement should be entitled to a backdoor to every
digital or mobile conversation (Johansson, 2020).

However, two important aspects of E2EE are missing from the mainstream EU de-
bate. One of them was mentioned by the Information Commissioner’s Office (ICO), a
UK-based watchdog authority. Namely, in the context of child-related criminality, E2EE
not only protects the abusers from the law enforcement, but also protects children from
the abusers. The ICO argued that the debate over E2EE in the UK and the EU was too
unbalanced, causing a "misinformed opposition" to E2EE, which ultimately endangers
children even further. According to the ICO, E2EE promotes online safety of children,
while abusers can be identified using other methods, less damaging to public security
and open society.

In 2022, the UK’s Information Commissioner’s Office – the government body re-
sponsible for enforcing online data standards – also stated that opposition to E2EE was
misinformed and the debate dangerously unbalanced, with too little focus on benefits,
since E2EE "helped keep children safe online" and law enforcement access to stored
data on servers was "not the only way" to find abusers. The English campaign called
"No Place to Hide" launched in 2022 cost over £500k, targeting the plan to introduce
E2EE in Facebook from 2023 onwards. The campaign was met with opposition from the
media and the public. For instance, Corfield said that the campaign intended to "make
it easy for police workers and other public-sector snoopers to read the public’s online
conversations without having to get prior permission or defeat privacy protections" (Cor-
field, 2022).

Similarly, Stephen Bonner, the executive director for innovation and technology of
the ICO, argued that E2EE helped keep children safe online by not allowing the abusers
to send them harmful content or access their pictures or location. Moreover, Bonner said
that "the discussion on end-to-end encryption use is too unbalanced to make a wise and
informed choice. There is too much focus on the costs without also weighing up the
significant benefits" (BBC, 2022).

Another important, yet often undervalued aspect of E2EE is that it is an essential
component of open societies and markets and the statistics of use for privacy-oriented
tools confirm that E2EE is overwhelmingly protecting legitimate, non-criminal activity.
This fact is visible from the usage metrics of privacy-enhancing tools such as the Tor
network, the leading anonymous communication tool launched in 2003.

The Tor network is used by millions of users every day to access thee internet with
relative anonymity, meaning that, if used correctly, Tor can be used to conceal the activ-
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ity on websites, but not their addresses, meaning that a third party can learn that the user
is accessing a specific website, but not much more that this. In particular, the content
of communications and messages, visiting specific sections of the site, etc., are usually
private. Because of the negative publicity which Tor was receiving, also because of the
law enforcement campaigns such as the recent "No Place to Hide" in the UK, the cre-
ators of the network started developing methods to safely collect usage statistics about
the network, that is, to establish who and how uses the network without endangering the
privacy of the users (Kenneally and Dittrich, 2012).

One of the most comprehensive privacy-preserving measurement studies of the Tor
network by (Mani et al., 2018, p. 188), confirmed the analysis of the Tor Foundation
in that Tor is used predominantly for web browsing. Moreover, the users of Tor tend to
visit the same websites as non-anonymous users, including platforms such as Facebook,
Google, etc. However, the study suggested that the Tor Metrics Portal5 is underestimat-
ing the number of unique Tor connections, that is, the number of people making regular
use of the network. According to Mani et al., the clients of the network were distributed
over 200 countries and generated approximately 1.2 billion anonymous circuits every
day during the measurement period in 2018.

The usage statistics show that Tor is often used as a way to protect one’s activity
on "regular" platforms, accessible also for non-Tor users. A crucial consequence of
this fact is that the connection between Tor and illegal activities conducted using the
darknet is less significant that initially thought. However, the connection between deep
web searches, that is, accessing websites which are not indexed by Google and other
popular search engines, and criminal activity became so ingrained in public perception
of darknet and freenet tools that the very phrase "dark web" has become a synonym for
criminal concealment in the popular discourse. Popular culture and misinformed media
portrayals led the public to associate the dark web with the exchange of drugs, firearms,
murder for hire, and child pornography, despite the fact that the overwhelming majority
of such activities is likely conducted using non-dark web tools. Meanwhile, a good
majority of criminal activity takes place outside of the "dark" part of the Internet. A
good example would be the use of Facebook in Myanmar, where the military organized
and incited the genocide of Rohingya via publicly available posts in 2016 and 2017
(Mozur, 2018).

5The Tor Metrics Portal is an analytical project launched by the Tor Foundation and supported by the
National Science Foundation. Its aim is to safely collect, analyze, and provide visualizations of statistics
from the public Tor network and from Tor Project infrastructure. url: https://metrics.torproject.org/
(Acceessed March 1, 2022.)
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4.2.5 Framing the Other

Another aspect of political decision-making, where the impact of privacy on public se-
curity is downplayed, often consciously, by the public authorities, is migration. In this
context, the migrants are often presented as a threat, either to the culturally-backed way
of life in the "defending" country, or to its economy. Such was the case with non-white
Muslim migrants in France described in section 2.1.2. This psychological effect, known
as the siege mentality, is easily developed in public perception and contributes to an
increase in anti-European and anti-Islamic sentiment, hostility towards migrants and
rise in subjective perception of insecurity (Cox, 1990; Bar-Tal and Antebi, 1992; Šram,
2015).

In Samonek (2019), I argued that privacy violations in the process of controlling
migration have negative impact on individual liberties of the citizens, as well as the
rule of law and the accountability in public governance. In particular, I argued that the
violations of privacy of foreigners and migrants are often justified as exceptions, alas
within a never-ending "state of emergency", either formal or purely suggested, centered
around various forms of exaggeration and misinformation in the public media. These
"emergencies" are building blocks of the siege mentality, aimed at sustaining and grow-
ing hostility towards distinguished categories of the public. This process of othering

encompasses not only the migrants, but also a number of internal "enemies", such as
the climate protesters, political opposition, welfare beneficiaries and the unemployed,
and many others. In such narratives, privacy protection is equated with an attempt to
infiltrate or attack "the public", thus allowing for an overblown, inappropriate notion of
interventions required for public security.

Aside from endangering specific targeted groups of people, the process of othering
contributes to the destruction of social solidarity needed to oppose the state authority.
This allows the government to gradually win control over the governed population (Bau-
man and Lyon, 2013). As I wrote in my 2019 paper, by pointing to the common enemy
of the nation, the governments are able to single out any individual as a potential threat
and neutralize their political or economic influence. The mechanism of social division
supports this process by providing new features which serve as foundations for evaluat-
ing a given individual as a threat to the security, the traditions or customs, the national
heritage or the financial well-being of the state. Such features include in particular gen-
der, sexual orientation, foreign origin or ethnicity, living in poverty, etc.

One such system was the Polish governmental program called Empatia, an assis-
tance tool aimed at the unemployed citizens seeking social support. Niklas et al. (2015)
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argued that Empatia was in fact used as a profiling tool, aimed at raising the statistics of
welfare institutions’ effectiveness, and not at helping the individuals seeking assistance
and benefits from these institutions. And as I pointed out in my 2019 paper, the declared
purpose of the assistance tool was to assess the chances of a person registered in the
labor office at the job market and customize the office’s assistance to fit their individual
needs. Each person among the registered unemployed was categorized as either an A,
a B or a C, depending on the total points for the answers in a questionnaire given to
them at the moment of registration. The first category included those who were likely to
find a new position without the assistance of a labor office but used it to browse through
the recent post openings. B-category included people who were employable, but less
likely to find a job offer on current listings of open post available to a labor office. The
third category, C, included those deemed "permanently away from the job market", the
unemployable.

Falling into the third category proved relatively easy for most applicants, as it was
not at all based on the criteria of availability, skill, education or qualification. For exam-
ple, a woman over 30 with an ill person under her care would qualify as a C. The labor
office would not use its resources to help a person who was a C but would rather direct
all efforts towards those who are easier to help, mostly those in A-category. Such pro-
cedure was indeed very effective from the statistical standpoint, but failed to help those
whose well-being lay in the heart of social services, that is those who cannot deal with
a problem without assistance. An argument for following up on the categorization and
cutting off those in categories of B and C from certain (or sometimes even all) opportuni-
ties available to the A-rated was similar to other emergency-based arguments. After all,
people with lower chances of finding a stable working position may be seem as a "threat"
to national budget. The process of imposing limitations on social service in this case is
similar to the process of restricting rights of the foreigners. Based on a premise that
a given characteristic turns individuals into a designated threat to the national agenda,
they are denied access either to the territory, or to a service which otherwise would be
obtainable without restrictions.

Using surveillance as a means of population control has long historical roots. In fact,
the origin of census can be traced to the Babylonians in 3800 b.c.e., when the number
of inhabitants in each household was recorded together with information on the goods
available to them – the quantities of butter, honey, milk, wool and edible vegetables.
Even in modern times, census was used in a similar vein. For instance, Aly et al. (2004)
showed how the census was used by the Nazi government in 1939 to identify citizens
who were either Jewish or so called "Jewish half-breeds", that is, person of Jewish and
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non-Jewish origin, recording the information of religion and descent of all parents and
grandparents. The information was immediately passed on to the police and allowed for
more targeted discriminatory practices and later, a more effective genocide (see section
5.2.3).

Even in contemporary EU most member states require foreign residents to register
with the local authority for long-period stays. For instance, foreigners in Belgium are
obliged to register with the Aliens Registration Department of the local council within 8
days from the day when they obtain an address. The process of registration requires the
following:

– a personal visit to the Aliens Registration Department, submitting all personal in-
formation, including marriage certificate, diplomas, addresses in the home country
and in Belgium, ID and passport copies, proofs for sources if income and similar
documents for all family members;

– a non-scheduled visit of the police officer, who will inspect the house or apart-
ment of the foreigner, take note of the living arrangements and contracts; this step
requires that the foreigner is present at the address indicated at the time of the
non-scheduled visit, which effectively requires taking time off work, as the visits
usually happen during working hours; the police can visit and inspect any room
and place in the house and ask for further documents and explanations;

– another personal visit to the Aliens Registration Department, submitting certificate
from the employer, medical and birth certificates for the foreigner and their family
members, and, in some cases, the certificate of good conduct pertaining to the
prior five years issued by the national police of the former country or countries of
residence.6

Countries which the European standards for freedom of movement do not obtain,
often employ more comprehensive methods for surveillance of foreigners’ flow and ac-
tivity. For instance, in China the registration at the local police station closest to their
accommodation is mandatory for any foreigner, including tourists, within 24 hours of
arrival in the country (Smith, 2020).

Aside from institutional factors for privacy loss, both the foreigners and native res-
idents of countries all over the world are impacted by the factors related to culture,
meaning either the local culture relative to their local community and tradition, or cul-
ture shaped by the global forces of capital and political power. In the subsequent section,

6Information from the official website of Office des Etrangers, url: https://dofi.ibz.be/fr (Accessed
February 20, 2022).
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I analyze some of the most prevalent cultural aspects of oversight and privacy, and give
examples illustrating each of them.

4.3 Cultural aspects of privacy and oversight

Lyon (2018, p. 4) observed that a form of surveillance culture has already rooted itself
in most modern societies, making certain practices of surveillance capital, the state and
the society a part of our everyday, accepted reality. McGrath (2004) argued that in cer-
tain areas of culture, such as art, performance, and popular culture (one could easily add
other areas of social life to this list, such as marketing and personal brand development),
individuals often have much to gain from oversight. This point, however, requires that
we focus on oversight in the sense of personal privacy, that is, a relationship between
an individual and the society, and not political privacy, which guards individuals and
groups against the state. Because of this fact, a number of phenomena which contribute
to surveillance culture are not relevant to political privacy. Rather, they concern personal
conditions which individuals would like to see met in the process of their participation
in social life. Although these elements of surveillance culture impact, among others,
psychological attitudes and personal comfort of individuals, as well as their subjective
feeling of inclusion in social and political life, they do not concern the vehicles of de-
mocratization and political empowerment in a direct or easily measurable way. Hence, in
this section I focus only on those element of culture which concern privacy and surveil-
lance, and which are immediately relevant to political privacy.

First, I will briefly describe the rise of sousveillance and reverse surveillance, where
the objects of state or corporate surveillance conduct oversight of their watchman or
themselves. I will discuss the efficiency of sousveillance, its use by the police and pre-
ventative recording (or alibi sousveillance), and specific principles of emerging sousveil-
lance cultures. I will show that what McGrath referred to in 2004 as "surveillance" has
later been conceptualized as sousveillance. Next, I will talk about surveillance spaces,
that is, physical spaces where the environment and processes have been designed with
privacy loss in mind. I will give examples of public spaces, where transparency and
surveillance are indicative of the lack of public trust. Separately, I will present examples
of surveillance spaces and practices used by mass employers, starting from the shoe fac-
tory and employee facilities owned by The Bata Company, a shoe-making firm founded
in 1894 in the Czech part of Austro-Hungary and run by Tomáš Bat’a up to the be-
ginning of WWII. This early attempt of employee surveillance informed contemporary
workplace surveillance, including electronic surveillance of employee’s activity in their
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homes during so called "home office", a period between 2020 and 2022 when many
companies transitioned towards labor outside of their headquarters due to the Covid-19
pandemic.

4.3.1 Sousveillance

Fernback (2013) argues that sousveillance, understood as close observation, record-
ing and scrutiny of the institution conducting surveillance, is the result of resistance
to surveillance environments created by surveillance capitalists, such as Facebook or
Google, and the state. Another perspective on sousveillance is to see it as a process
where, while participating in the activity, individuals record and document their partic-
ipation using small wearable or portable personal technologies. Huey et al. (2006, p.
150) claim that the term "sousveillance" is due to Steve Mann, who used it in 2004 to
refer to "the use of surveillance technologies and tactics by the lower classes for the
purposes of increasing equality through making public the hidden workings of powerful
institutions and groups". Later on, the term was used to describe analogous use of tech-
nology to monitor the activity of the law enforcement, public institutions, etc. In their
paper, Huey, Walby and Doyle describe the US-based initiative called Cop Watch, aimed
at promoting democratic accountability of a state institutions, especially in their relation
to marginalized citizens. Cop Watch, similarly to other community-driven sousveillance
initiatives, allowed the citizens to actively engage in the politics of surveillance though
resisting institutional forms of power through their own surveillance activities.

However, sousveillance does not equal counter-surveillance. Mann et al. (2015)
famously argued that "surveillance is a half-truth without sousveillance", thus sousveil-
lance may be used together with surveillance to create a more comprehensive mode of
observation. Thus, citizen engaging in sousveillance are unable to reciprocate surveil-
lance perfectly, because the information they collect may also be used by the watchman
to boost the impact of surveillance.

Sousveillance sensu largo involves citizens’ recording, thus observing the events
from the first person perspective, but no specific political or social agenda is necessary.
Inverse surveillance is a form of sousveillance aimed either as a couter-surveillance mea-
sure or a form of opposition against surveillance or its supporters. For instance, citizens
participating in a protest or a rally may conduct sousveillance of the law enforcement
during the event. Inverse sousveillance may focus on surveillance systems, proponents
and enacters of surveillance, or authority figures and organizations.

Mann, Nolan and Berman track the origin of scientific interest in sousveillance to
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the social conflict surrounding personal monitoring technologies such as the Eye Tap,
eyeglasses with an integrated electric seeing aid. Institutions and business owners who
routinely perform surveillance of their customers and visitors strongly objected to people
who used Eye Tap system, based on the claim that the technology subjects them to
inverse surveillance. Moreover, a number of experiments revealed that the greater the
appearance that the sousveiller has personal control over the device, the less acceptable
the act of sousveillance becomes (Mann et al., 2003, p. 341). In other words, those who
conduct surveillance tend to oppose sousveillance in the form of inverse surveillance,
especially when the person involved in it displays any degree of agency or control over
the process.

Sousveillance of a state by its citizens has been successfully used to address social
and political problems such as election fraud, for example, in Ghanaian general elections
in 2008 (Pryce, 2008; Tettey, 2017). Inverse surveillance and personal sousveillance
were also used as a means of alibi sousveillance, that is, self-monitoring and recording
aimed at generating an alibi as evidence to defend against allegations of wrongdoing.
Thompson (2007) documented the case of Hasan Elahi, an academic who was placed on
the US terrorist watch list without probable cause or justification. Elahi was affiliated
with the University of Maryland and was detained in 2002 when traveling from the
Netherlands to Detroit. The FBI suspected Elahi of collecting explosive materials in a
storage unit in Florida, but the allegation turned out to be false. As an academic, Elahi
was subject to suspicion due to his frequent travels, including approximately 100.000
kilometers (or 70.000 miles) each year to conferences and art-related events. Thus,
expecting the escalation in preventative measures on the side of the US government, he
decided to maintain full transparency towards the FBI, as well as the general public.
Since 2002, Elahi notifies the FBI agents about each trip by phone. He also uses his cell
phone as a tracking device and documents his movements and transactions by publicly
posting debit card logs and other transactions.

Alibi sousveillance is also being used by the law enforcement, especially the police,
to maintain a record of the interactions of the officer with civilians and criminals. In a se-
ries of experiments, Mohler et al. (2022) show that videos of police-citizen interactions
on social media impact public perceptions of legitimacy and procedural justice. The
study suggests that online videos of police-citizen interactions contribute substantially
to increasing distrust in the police when they document negative interactions. However,
policing agencies may use the same form of documentation to improve the civilians’
perceptions of legitimacy and procedural justice. Thus, sousveillance can also be used
to the advantage of the law enforcement agencies both through increasing the account-
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ability of the officers via monitoring and recording of their activity, and improving the
public image of the agencies when the positive interactions are recorded and made pub-
licly available.

Browne (2015) argues that sousveillance cultures, though not associated with the
term sousveillance have a long history in American emancipation movements, including
Black citizens’ emancipatory struggle. She links contemporary surveillance technolo-
gies and practices to the ideologies rooted in race theories and the resulting tendency to
police and control the bodies of Black Americans. Browne also showed that the adap-
tion of various technologies to increase the chances of escape or survival could be seen
as a form of sousveillance, which she calls "dark sousveillance".

4.3.2 Surveillance spaces

One of the first surveillance spaces, and arguably the most famous architectural design
prioritising surveillance, is Jeremy Bentham’s project of the Panopticon prison (from
Greek panoptes, or all-seeing). Bentham developed the Panopticon in letters while vist-
ing his brother, Samuel Bentham, in Krichev in Eastern Europe in 1785 and 1786 (Burns
and Sprigge, 2017). The inspiration for the prison design was based on the ideas on the
observation of workers conducted by Samuel. Jennings (2012, Chapter 91 "Panopti-
con 1791–92") gives the following description of the Panopticon based on the original
characterization by Bentham (1791):

The Building circular – an iron cage, glazed – a glass lantern about the size of

Ranelagh – The Prisoners in their Cells, occupying the Circumference – The Offi-

cers, the Centre. By Blinds, and other contrivances, the Inspectors concealed from

the observation of the Prisoners: hence the sentiment of a sort of invisible om-

nipresence. – The whole circuit reviewable with little, or, if necessary, without any,

change of place.

The Panopticon would be associated with the system of multi-level control, where
the prisoners would be surveilled by the gaoler or a manager, and the highest prison
authority would be accountable to the general public and external public officials. The
design of the Panopticon was soon applied in England. The construction of the National
Penitentiary in Millbank was initiated in 1812 and was finished in 1821.

The National Penitentiary in Millbank was a response of the British government to
the persistent problems of the prison system in London, especially the Newgate Prison.
The idea behind the prison surveillance was that the prisoners knew they can be ob-
served, but did not know when they were watched. Hence, they would need to behave
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as if under observation at all times, prompting them to follow required script of behav-
ior. Bantham thought that the Panopticon design should be used not only in prisons,
but also in schools, hospitals, asylums, and, most importantly, factories. The Millbank
prison was expected to be the first institution to effectively use the Panopticon system
to extract labor out of prisoners. The Millbank project failed at bringing wealth to the
British government, and soon stirred controversy due to, among others, the fact that it
caused mental illness among prisoners (Kelly, 2017, Chapter 8). Despite its failure, the
Panopticon design was reused and reapplied in many prisons in England and around the
world, including the K-wing near Lancaster Castle prison, a semi-rotunda with a central
tower for the supervisor, and the Pentonville prison in London (Simon, 2016, p. 43).

Figure 4.1: Plan of Jeremy Bentham’s panopticon
prison, drawn by Willey Reveley in 1791 (1843, orig-
inally 1791). Source: The works of Jeremy Bentham
vol. IV, 172-3.

The Panopticon design was also used in Cuba, where between 1926 and 1931 the na-
tional government built four prisons, which were connected to a massive central struc-
ture through a system of tunnels. The structure of interconnected prisons was called
Presidio Modelo ("A model prison") and built on Isla de Pinos (today called Isla de
la Juventud ). The central part of the design was to serve as community center, while
each of the four prisons had 93 cells separated into 5 floors. Cells had no doors, as
per Bentham’s original project, and the inmates could in principle walk freely around
the facility and spend their time learning trade or reading. However, the project soon
became unmanageable due to overcrowding and the humanitarian conditions in the fa-
cility declined significantly. By 1953, the four panoptical circulars were home to ca six
thousand prisoners (Wallace and Melton, 2008, p. 259).
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A collection of studies edited by Newell et al. (2018) presents a variety of perspec-
tives on how surveillance is solidified in public spaces and, in turn, what changes pub-
lic spaces are undergoing as a results of surveillance. Shoemaker and Schmidt argue
that the trends in designing spaces used for higher education essentially led to the cre-
ation of "ivory surveillance towers", the effect of which contradicts the intention behind
universities as they evolved in the twentieth century. Moreover, they claim that "the
panoptic power of the institution and neoliberal paradigms of accountability are gener-
ating changes in access and behaviors within this sphere[higher education – AS], and
that these changes echo longer historical traditions of control on campuses" (Newell
et al., 2018, p. 34). Newell, de Conda and Thomasen analyzed surveillance of public
spaces in North America, including Canada, the US and Mexico. They concluded that
despite differences in legal regulations of privacy in public spaces in the three countries,
the regulatory trends behind them display a level of similarity. First, little to no pro-
tection is offered to aid the privacy for activities and information that are (sometimes
by necessity) either exposed to public view or performed in publicly accessible space.
The tests of expectation of privacy in all three cases are formulated in such a way as to
eliminate privacy of activity in all spaces other than those which are explicitly desig-
nated as controlled by the individual. In Canada and the US, the courts tend to waive
the expectation of privacy in public spaces of individuals (and most private actors, e.g.

corporate) against the interest of public authority. In Mexico, protections of privacy in
public spaces are upheld largely nominally (Newell et al., 2018, p. 237). Boanada-Fuchs
presented similar findings with regards to the evolution of public spaces in São Paulo.
He observed that the ongoing hybridization of public space is indicative of the need
to combine the public feeling of shared urban space with the need to maintain privacy
of certain activities and relationships. The influence of the US on the development of
public spaces in South America resulted in assigning new forms of "centrality" to work
and leisure spaces such as shopping centers, business parks and entertainment centers.
This new notion of centrality was in fact suburban, that is, it allowed an escape from the
perceived periphery without the need to travel towards metropolitan spaces. Leisure and
work became more central once performed in spaces which were open, more commu-
nal, and more public, as opposed to the private and family life which was mostly enacted
within the tight spaces of enclosed districts and walled gardens (Newell et al., 2018, p.
54).

Klauser (2016, pp. 78-79) shows that surveillance in public spaces has generally
retained its tendency to create spherical shapes, which Bentham proposed for his Panop-
ticon prison back in the 1780s. Intentional use of transparency and separatedness in
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urban planning often signals authority and control, which are also indicative of lack of
trust of public authority towards its own citizens.

4.3.3 Employment surveillance

Given the time of its emergence, one of the most developed systems of control used in
the workplace was designed for the Bata Shoes factory in the 1930s. The headquarters
of the company in Zlín (in today’s Czech Republic) was known as Building No. 21,
or Bat’a’s Skyscraper, and was one of the first high-rise buildings to be constructed in
Europe. Building No. 21 was built in 1936-1938 incorporating the ideas of Jan Antonín
Bat’a, who followed Tomáš Bat’a as the company president. Within the building, the
mobile office of the president was a technical rarity at the global scale. Installed in an
elevator, the office moved at the approximate speed of 0.75 meters per second, which
would allow the president to have oversight over the operations of offices on all floors
in Building No. 21.

Although Bat’a never got to actually use the office, as its construction was com-
pleted after Bat’a’s exile during WWII, its potential for monitoring and using oversight
as motivation technique for his workers at all levels in the firm is representative of the
philosophy of Bat’a on how surveillance conditions effectiveness.

The Bat’a family took inspiration from Henry Ford in designing their own conveyor
belt production lines. Relying on the assumption that an average worker is not intel-
ligent and self-sufficient enough to be trusted with responsible and timely production,
the production lines in both Ford’s and Bat’as’ factories split the manufacturing process
into simplest tasks, which could be completed by anyone, without prior training and
work experience (Burita and Chvátal, 2016, p. 186). Bat’a’s conveyor belt also relied
on collective oversight and the practice of shaming the slow workers into better work
efficiency:

The father sets up new production lines so that “each human unit is automatically

driven to the greatest productivity.” If any single worker cannot keep pace in the

production line, the conveyor belt stops and a red bulb lights up on the wall. Thanks

to this signaling system, the entire unit can see not only that they must stop work,

but also who is to blame. (Szczygieł, 2014, chapt. 1)

Similar psychological techniques, initiated by Tomáš Bat’a and continued by his
brother, were aimed at changing the behavioral and emotional patterns of their workers.
Tomáš Bat’a famously said: "In my work I do not only think about building factories,
but people. What I do involves building the human being" (Szczygieł, 2014, chapt.
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1). Aside from using specific architectural designs in the workplace, Bat’a engaged the
pro-surveillance designs and practices in worker’s homes and leisure facilities in the
industrial garden city of Zlín, a worker town which housed ca 45,000 inhabitants. When
the production moved overseas, to UK, Manila, and other countries, the blueprint of the
Zlín garden city was recycled. Burrows interviewed some of the people who remember
living in the Bat’a worker town in Essex:

Some elements of the Bata way might seem intrusive by today’s standards. "People

knew if their garden was overgrown they would be pulled into the office and asked

politely to sort it out," says former employee Graham Sutcliffe. "It made them

respect the town a bit more." (Burrows, 2016)

The Zlín practices of controlling and managing the private affairs of the factory
employees for the sake of their loyalty to the company extended far beyond home and
garden maintenance:

The social department has its spies who inform on lovers. As soon as they notice a

new relationship, they report the couple. The company recommends that they get

married and have children. The manager of the personnel department, Dr. Gerbec,

says: "Children are the leashes we hold their daddies by." (Szczygieł, 2014, chapt.

1)

In commissioning the design of the homes for his factory workers, which were
known as batovky, Jan Antonín Bat’a subscribed to a view that a family-oriented house
separated from other workers and their families will encourage productivity and draw
the attention of the worker away from thing such as labor unions and debating worker’s
rights.

At the same time it is thought that a worker who is deprived of communal ac-

commodation, such as barracks shared with other families, will turn his back on

collective demands and syndicalism. (Szczygieł, 2014, chapt. 1)

However, the houses also discouraged workers from spending time inside the family
unit. Jiřina Pokorná, wife of one of the workers, mentioned that the size of the batovky
kitchens and their purposefully dysfunctional layout was aimed at making sure that "life
didn’t happen at home" (ibidem). Instead, workers were encouraged to spend their free
time in factory-controlled areas, often "catching up" on delayed work, effectively pro-
viding the company with unpaid labor. The houses were built with purposefully thin
walls and long, unwelcoming spaces, to move conversations and leisure outside, where
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they can be observed and, if needed, relayed to the company by designated social mon-
itors.

In a study conducted between 2017 and 2019 in a large (up to 3000 workers) Ama-
zon fulfillment center located in Italy, Delfanti (2021, p. 40) shows that the practices and
methods of control started in pre-war Zlín have been developed further, including the
reconceptualization of labor in 1960s Italy, called operaismo (workerism). These new
ways to embed labor in capitalist business models, as well as digital forms of surveil-
lance and data extraction help contemporary business giants such as Amazon structure
labor in a way that pushes the workers to collaborate with data collection. Ajunwa et al.
(2017, p. 742) give account of the development of workers’ surveillance in the US and
argue that the erosion of limitations of surveillance has quickened in the recent decades.
Companies such as UPS and Amazon use algorithms and tracking to monitor their work-
ers behavior up to a fraction of a second and have adjusted their process to the optimal,
though often unattainable ideal route of movement. One of the most controversial prac-
tices of boosting productivity at the cost of basic needs of the workers in the recent years
has been the monitoring of time spent in the toilet during work hours and the invention
of a tilted, pain-inducing toilet bowl for workplace use (Olen, 2019). Delfanti (2021, p.
520) argued that the efficiency-oriented processes, as well as the "datafication" and cap-
ture of workers’ knowledge, are used to strictly control the labor process for maximum
profit.

So far, little to no legal protections are available at the state-level to either the US
workers or the workers elsewhere. In the EU, the challenge to protect the workers’ rights
from workplace surveillance have yet to be comprehensively addressed. Todolí-Signes
(2021, p. 65) argued that under current legal framework of protections, employees un-
dergoing publicly accessible performance evaluations are subject to even more intense
and wider degree of monitoring than traditional workers. When worker protections do
exist, they tend to center around limitations on the control of data, such as e-mail and
computer use monitoring (Rustad and Paulsson, 2004).

4.4 Political privacy and public security

One of the most pressing themes in the debate on privacy is its relationship with public
and national security. In the remainder of this chapter, I will focus on addressing three
problems which contribute to our understanding of the trade-off between privacy and
security. First, in section 4.4.1, I will discuss how evoking public fear conditions the
acceptance of privacy violations in the name of security or safety. In section 4.4.2, I
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address the question whether mass surveillance prevents terrorism or helps minimize it.
Finally, in section 4.4.3, I argue that political privacy is in fact necessary for national
and public security.

4.4.1 The psychology of fear and surveillance

Gold and Revill (2003) conducted a study of how surveillance impacts the urban land-
scape, analyzing security measures applied by the local authorities in suburban areas,
such as Ealing Broadway in West London. They drew attention to two aspects of the
emergent "landscape of fear", by which they understand an area changed by the growing
perception of danger. First, the propensity to accept and even require increased security
measures in a given area depends on the subjective level of fear, often related either to an
event like a terrorist attack, as well as on the increase in measures in other areas. In other
words, the public tends to expect that the measures applied in their neighborhood will
be no less than what they see elsewhere. This tendency to level-up security measures as
a response to public pressure will be also relevant to the discussion of cost-effectiveness
of airport security, which I will present further below. The second aspect of the "land-
scape of fear", which Gold and Revill describe is that often the primary function of
security measures such as steel posts embedded in the pavement, the anti-climb paint on
the gates of schools, or the CCTV cameras in exposed places is to alleviate fear even
when these measures do not contribute much to actual increase in security. Steel posts
may indeed deter ram raiders, but first and foremost, they signal to the people walking
on the pavement that the area is protected against cars. However, note that a steel post
does not stop the ram rider, but merely adds some damage their vehicle. As for the de-
terrence, it is at best debatable whether an attacker attempting to ram into the crowd or
detonate a bomb will be successfully discouraged by a CCTV camera or a steel post in
the pavement. Gold and Revill argue that such measures in urban areas had "as much to
do with perceived security as real threat" (Gold and Revill, 2003, p. 27).

In certain cases, one may argue that, in comparison to actual risks involved, the
perceived security dominates the considerations. Airport security is a good example,
which Stewart and Mueller (2014) analyzed as far back as 2014, using risk and cost-
benefit methods to evaluate the cost-effectiveness of counter-terrorism security measures
at airports. They compared data from the Global Terrorism Database for the period
1998-2011 and found that 20 attacks on airports in the US and Europe killed the total of
64 people. In the same period, 31 successful attacks on aircraft were conducted despite
airport security measures. Combined attacks on aviation, including airports, aircraft
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and others, accounted for less than 0.5 percent of all terrorist attacks. Overall, threats
to aviation infrastructure were rather low compared to non-aviation areas. Fatality risks
from terrorist attacks to airports are 100–1000 times less than acceptable risks elsewhere,
which means that the threat is extremely low, and not due to the security check either.

Although there may be special reasons to protect airplanes, however, it is not at

all clear that there are any special reasons to protect airports. Elias (2009) states

that these areas have "unique vulnerabilities because it is unsecured". However,

compared with many other places of congregation, people are more dispersed in

airports,and therefore a terrorist attack is likely to kill far fewer than if, for example,

a crowded stadium is targeted. (Stewart and Mueller, 2014, p. 19)

Hence, Stewart and Mueller argue that the probability of an attack would have to
be much higher than the observed rates of attack to justify protective measures. In fact,
they identified the most cost-effective measure as adding curbside blast deflection and
shatterproof glass to airport infrastructure (Stewart and Mueller, 2014, p. 27). Despite
these findings, no significant change in airport security measures has occurred since
2014. One explanation for this is that the security check offers a form of a spectacle,
to use the terms of Gold and Revill, a way to curb the irrational emotional responses of
the passengers who may still view airports as relatively unsafe, despite ample statistical
evidence to the contrary.

Of course, the aforementioned observations concerning the psychology of fear in re-
lation to surveillance do not exhaust the range of factors which contribute to acceptance
and adoption of advanced security measures. Living in militarized societies, areas of
social or military conflict, experiencing changes in the everyday environment, including
one’s financial and social situation, all impact one’s views on surveillance, often in ways
which do not relate to privacy directly, but rather treat privacy as a luxury among the ba-
sic psychological needs in a situation where even more basic ones are difficult to meet.
Shalhūb-Kı̄fūrkiyān (2015) conducted a case study of Israeli-Palestinian relations in the
context of settler colonialist policies, where security and surveillance have a distinctly
anti-Palestinian character. The politics of fear of the Palestinians gives rise to a kind of
"security theology", a mindset promoted by the Zionist politicians whereupon histori-
cal facts and justice-based arguments are overridden by the notion of "sacredness" of
the colonial elimination of the perceived enemy. The issue of criminality of the forced
displacement, dispossession and massacres of the Palestinian population is re-framed
as necessary sacrifice, which the Zionist need to make for the sake of "sacred" secu-
rity, supporting the quest of colonial erasure of racial "opponent" (Shalhūb-Kı̄fūrkiyān,
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2015, p. 16). In cases involving security and surveillance such as this one, it could be
more productive to speak not of the psychology of fear and surveillance, but of fear and
surveillance culture, given how advanced security-based thinking is among the general
population and political leaders. Such cases, if described with appropriate depth and
detail, would provide sufficient research material for a number of dissertations, and thus
are left outside the scope of the present work.

4.4.2 Mass surveillance, counter-terrorism and state surveillance

Knowing that certain popular security measures, such as airport security checks, are
not cost-effective in preventing the terrorist attacks on airport infrastructure, the next
question in the context of privacy, and especially political privacy, is – but what about
mass surveillance? Does mass surveillance contribute to increased security? Does it
prevent or alleviate the fallout of terrorist attacks?

Houston (2017, p. 3), following a definition used by Privacy International, defined
mass surveillance as "the subjection of a population or significant component of a group
to indiscriminate monitoring", also noting that "any system that generates and collects
data on individuals without attempting to limit the dataset to well-defined targeted indi-
viduals is a form of mass surveillance." Houston analyzed the effectiveness of PRISM,
an American mass surveillance program initiated after the 9/11 attacks in stopping ter-
rorist attacks in the US. The results show that mass surveillance is overwhelmingly in-
effective in preventing acts of terrorism. While traditional surveillance methods, in use
prior to 9/11, succeed in roughly 70 percent of cases, mass surveillance tools allow for
success rate up to 20 percent. This disparity in success rate persisted despite significant
intelligence community resources being redirected towards PRISM, the operating costs
of which is roughly $100M USA annually. Without this diversion in funding, it is likely
that traditional surveillance method would allow for an even higher success rate. Hous-
ton argued that both the funds and the technology developed for the purposes of mass
surveillance must be put to a different use – that the resources used up by programs such
as PRISM must be directed back to traditional surveillance methods that are proven to
work; and that the technology used in mass surveillance programs should be used only
in a restructured role, as aid to traditional surveillance, for instance for collecting data
only from designated areas of the Internet, such as extremist chat rooms and knowledge
bases.

Maras (2010) approached mass surveillance from another angle, asking whether
measures such as biometric IDs, licenses and passports, PNR (Passenger Name Record)
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data transfers, Secure Flight program, and US-VISIT program make it harder for terror-
ists to insert operatives in the US territory. Maras’ results show that mass surveillance
measures do not prevent the terrorists from entering the US, and also that their entry
is by far not the major security issue, as most terrorist are home-grown, or domestic,
and no type of border control can prevent a terrorist who is already in the US. Maras
argued that "it makes little sense to use mass surveillance measures against terrorists –
especially home-grown terrorists" (Maras, 2010, p. 35). Among the successful counter-
terrorist measures used in the US, Maras mentioned pre-9/11 methods, which Houston
referred to as traditional, such as using undercover agents, informants, and agent provo-
cateurs.

At the start of the mass surveillance programs in the US following the 9/11 and the
beginning of the "war on terror", the efficacy of mass surveillance was not known. From
the perspective of over 20 years of US government spending and usage of these programs
and associated methods, however, it is clear that, whatever function mass surveillance
plays in the US national system, it is not a counter-terrorist measure. For one, it is be-
cause other, traditional surveillance methods are far more effective in preventing acts of
terrorism. Another aspect revealing the inadequacy of the mass surveillance programs
is that they are often designed against those who try to enter the US territory, despite
most terrorism beging home-grown as Maras pointed out, or against foreigners or eth-
nic, or religious outsiders in general, for instance, in case of France described in section
2.1.2. The latter strategy goes in parallel to a myth-building strive of the national gov-
ernments, desribed in detail by Lubin (2017, p. 502), to signal to their citizens that "the
governments only spy on foreigners".

4.4.3 Political privacy is necessary for internal and external security

Mass surveillance, aside from being demonstrably ineffective in combating terrorism,
has another, perhaps more dangerous, drawback. The risk here stems primarily from the
fact that the attacks relying on mass collection of data rarely are seen in connection to
mass surveillance tools and technologies, despite a strong link between them. I would
like to point out two elements, which add to the spectrum of political threats related to
mass surveillance.

First is the idea that government usage of mass collected data is ineffective, as shown
in section 4.4.2, thus increases the overall risk to the society, compared to a situation
when traditional surveillance methods are used exclusively. The very creation of gov-
ernment databases and access points to mass collections of citizen’s poses additional
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risk of exploitation by hostile third parties, a risk that is unnecessary given the low ef-
ficacy of mass surveillance. As I argued in my 2020 paper about the potential for joint
European cyber security programs, preventative measures are the only effective way to
deal with cyber threats.

Based on my paper, I propose to differentiate between a cyber threat and a cyber
attack in order to explain their relative relevance to national cyber security and cyber
defense strategies. A cyber threat is understood as the possibility of a malicious attempt
to damage or disrupt a computer network or system, or the possibility to access files
and infiltrate or steal data, even in the absence of an attempt of damage or disruption.
That is, the very possibility to put the network of a system in jeopardy constitutes a
cyber threat. The latter may potentially put the entire system of institutions relying on
a secure channel of communication or database out of operation, simply by making the
communication or data unreliable.

An important aspect of the proposed definition is that it identifies a cyber threat as a
possibility as opposed to an actual attack. An attack is merely one instance of a partic-
ular cyber threat, taking form of concrete actions against the security of information or
the integrity of a network or a system. Cyber attacks, as opposed to cyber threats, are of-
ten of second-rate importance to high-level defense policies, because there are not many
known techniques available to deal with cyber attacks, other than through prevention. In
most scenarios knowledge about the attack is only gathered ex post. Thus, most types of
cyber attacks cannot be stopped or mitigated. The overwhelming impact of such attacks
is visible in incidents like the Panama Papers case from 2016, where a simple unpatched
software vulnerability was exploited, or the Proton Mail Ransom case, where powerful
distributed denial-of-service (DDoS) attacks were conducted, using resources available
to very few actors, such as nation states or global business giants. Once the possibility
of an attack emerges and the door to exploitation of some vulnerability is forced open,
there is close to nothing that a state or a federation of agencies can do to avoid the conse-
quences (Samonek, 2020, pp. 45-46). Hence, the focus of the national or supranational
cyber defence plan must always fall on prevention. Avoiding the mass collection of data
is by far one of the most fool-proof preventative strategies that a government can use.
After all, the data base that is had never been built, cannot the stolen, broken into or
otherwise exploited.

The second point is that mass collection of data such as performed, e.g., in PRISM
is not direct. Instead, it relies on private firms, such as Microsoft, Yahoo, or Meta (Face-
book), to collect and often pre-process data. The vulnerability here was imminent from
the beginning of post-9/11 surveillance programs, in that private companies were never
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operating in secrecy comparable to that of government agencies. Two immediate threats
arise here. First, that the very fact of data collection taking place in the services of these
companies was public knowledge. Second, the existence of surveillance-based tech-
nologies such as centralized social network or email trawling algorithms created what I
call mass entry points to users’ informational space. Hostile parties no longer even need
to bother performing resource-costly cyber attacks on government databases. They can
target the citizens en masse through the mass channels of communication made available
to anyone who pays the service fee. The fact that the national government accept the ex-
istence of such mass points of access and centralized mass channels of communication
is in itself a threat to national security, as was demonstrated during the US presiden-
tial election of 2016 (Madrigal, 2017; Pybus, 2019). Acceptance of centralized private
services on the side of national governments is even more surprising given that safer
alternatives, such as decentralized social networks (fediverses), are already in operation.
Moreover, end-to-end encryption guarantees safe communication among the members
of the government and citizens alike, providing a safe way out of services such as Google
Mail. In chapter 5, I will elaborate on the notion of decentralized digital services and
discuss their potential for securing political privacy.

4.5 Summary

In this chapter I analyzed the relationship between privacy, and especially political pri-
vacy, and the emergence of surveillance capitalism – a new type of economic power,
which Zuboff (2019) called instrumentarian power. I briefly summarized Zuboff’s own
findings concerning the origins of surveillance capital in section 4.1. I also pointed out
some of the psychological aspects of the discourse about privacy and surveillance. In
sections 4.2.1 and 4.2.2, I described psychological incentives for passive acceptance of
data collection practices. In section 4.2.3, I indicated that human behavior changes un-
der observation – and that this fact contributed to the narrative behind the "Nothing to
hide" slogan, whereupon seeking privacy is equated with criminal intent or criminality.

Assumed criminality played a significant role on the European debate on E2EE,
which I presented in section 4.2.4. It also impacted the situation of targeted social and
political groups, who suffered additional surveillance measures employed in the process
of systematic othering (section 4.2.5).

Next, in section 4.3, I focused on certain cultural elements of surveillance, including
the emergence of sousveillance, or undersight, where the citizens are observing the ac-
tions of their authorities (section 4.3.1), the design and philosophy behind surveillance
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spaces (section 4.3.2), and early forms of employment surveillance (section 4.3.3).
Finally, in section 4.4, I discussed those aspects of mass surveillance and public se-

curity, which are most relevant to political privacy. I argued that there exists a connection
between the public need to alleviate fear and the pressure to introduce certain surveil-
lance measures even when they do not result in increased security (section 4.4.1). Using
studies of efficacy of particular mass surveillance and security programs, I showed that
mass surveillance is not an effective way to fight terrorism. Moveover, in section 4.4.3,
I argued that political privacy should be considered a value protected by the public or
national security programs.
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Chapter 5

Political privacy and democracy

In this chapter I bring together the observations made throughout this dissertation to
shed more light on the relationship between political privacy and democracy. First, in
section 5.1.1, I clarify certain fundamental concepts, including the core components of
democracy which I take into consideration, and how they align with the zones of politi-
cal activity which I used to define political privacy in chapter 1. Then I discuss in more
detail certain areas of democractic governance, including the freedom of speech and
freedom of media (section 5.1.2), the electoral freedom (section 5.1.3), and the freedom
of assembly and the right to protest (section 5.1.4). In section 5.2, I focus on limits to
surveillance necessary within nation-states and federations aspiring to democratic gov-
ernance, as well as globally, for the sake of peace and sustainable political development.
I point out some pressing problems related to political privacy in the context of interna-
tional politics, such as the habitual use of surveillance as an aid in committing genocide.
Finally, in section 5.3, I make concrete policy recommendations concerning the future
development of privacy laws and practices within the EU.

5.1 Democratic institutions protected by political privacy

In section 1.4 I have proposed the following characterization of the three thresholds of
political privacy protection. First, a person, group or a collective has (or maintains)
critical political privacy when they can authorize or deny access to the critical zones of
political activity, that is those zones of political activity which are necessary for their
minimum active involvement in the political system of a given country. Next, a per-
son, group or a collective has (or maintains) baseline political privacy when they can
authorize or deny access to the basic zones of political activity, that is those zones of
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political activity which are necessary for and which sustain their active involvement
in the political system of a given country, with possible exceptions. Finally, a person,
group or a collective has (or maintains) full political privacy when they can authorize
or deny access to all standard zones of political activity, that is those zones of political
activity which sustain and encourage their active involvement in the political system of
a democratic state.

Level of privacy Protected (guaranteed) Example of a Democratic principles
protection zones of activity zone of activity necessary at a given

level

Critical political Critical forming familial and limited application of
privacy collegial relationships the electoral principle

where unsupervised methods and/or other principles
of communications exist

Baseline political Basic participating in the the electoral principle
privacy presidential elections the majoritarian principle

the consensual principle

Full political Standard starting, participating in the liberal principle
privacy and openly supporting a the participatory principle

social organization the deliberative principle
he egalitarian principle

Table 5.1: Levels of privacy protection together with corre-
sponding zones of activity and democratic principles.

Hence, the level of political privacy allowed in a given state can be described relative
to the zones of political activity which are effectively protected in a given state. In
order to be able to say whether a state has reached a given threshold of protection of
political privacy, we must first agree on which zones of political activity are critical,
baseline and standard. Both my earlier characterization in chapter 1, as well as my
proposal for interpreting them given in the present chapter, are assuming a perspective of
democratic principles. Consequently, although both the thresholds described earlier and
their interpretation are up for debate, especially in the context of specific applications,
where more coarse- or fine-grained analyses are needed, a necessary prerequisite for
entering the discussion on what specific zones of activity should involve is a belief that
a democratic state, despite all its shortcomings and inadequacies, is the optimal form
of political organization within a modern state, relative to existing alternatives. That
is, to debate the implementation of the theory of privacy which I developed, one must
accept that a democracy is in principle superior to an autocracy, a dictatorship, etc. As
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for the division into three types of zones of political activity, as well as the arguments
which I am about to make concerning their content, one can argue that both should be
formulated slightly differently, depending on the context in which they are used.

5.1.1 Zones of political activity

In my characterization of the critical, basic and standard zones of political activity, I
take as a point of reference the seven principles of democracy used to conceptualize
the notion of democracy in measurement projects such as the Varieties of Democracy
(V-Dem). The seven principles by V-Dem are based on, though not identical to, the
democratic principles in Dahl’s theory of polyarchy (Teorell et al., 2019; Dahl, 2008).
Thus, the term "critical" is in fact interpreted as meaning "critical from a democratic
standpoint", as opposed to perspectives centered around other forms of political orga-
nization (e.g. a totalitarian standpoint), as well as fields which allow for systematic
evaluations of states altogether (e.g. an economic standpoint). Similarly, the term "ba-
sic" and "standard" can be read as "basic for a democratic system" and "standard for a
democratic system". At the same time, note that "critical from a democratic standpoint"
does not mean the same as "critical for a democratic system". This choice of word-
ing is deliberate and regards the idea behind the condition for critical political privacy
protection being available in non-democratic states.

What are the critical zones of political activity? I proposed to understand them as
the zones which are necessary for making possible the minimum active involvement
of citizens in the political system of their state. This does not mean that the system is
democratic, but rather that citizens are seen as an active component of governance in a
country, where the government itself is not necessarily democratic and responsible to its
people. For instance, from the democratic perspective, there exist a qualitative differ-
ence between the systems in China and North Korea in the extent to which citizens can
be involved in local and national decision-making. Similarly, there exist qualitative dif-
ferences between their approach and use of state surveillance. Even in a situation where
China, or another non-democratic state, does not aspire to the full catalog of democratic
principles, it may indeed aim at maintaining critical political privacy if the citizens are
expected to be engaged in decision-making, for instance, at the local level. Conversely,
the lack of critical political privacy is a situation when, as a result of surveillance, an
individual, a group or a collective becomes almost completely subjugated to the repre-
sentatives of public authority. In this sense, China itself may not meet the criteria for
critical political privacy, but it is much closer to reaching them than, e.g., North Korea.
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Intuitively, minimum active involvement of citizens could mean that (1) citizens are
allowed certain liberties against the local representatives of the central government, (2)
may have real influence on the choice of representatives of local and national authority,
even when elections are not held, (3) may successfully appeal to the judiciary in cases
involving the decisions made by public authorities, even when the court cannot enforce
the ruling on the public authority. Thus, the term "minimum active involvement" means
the situation where citizens are allowed to hold real power over certain domains or prob-
lems, where they can lobby and take collective action in certain cases, but it does not
necessarily signify a situation where the right to protest, congregate and vote is generally
respected by the state. Some of the critical zones of political activity are:

(A1) forming familial and collegial relationships where unsupervised methods of com-
munication exist (even if they are not used),

(A2) spending time alone, including developing ways of critical reflection, which may
turn out to be subversive from the perspective of the government or public author-
ity,

(A3) challenging the decision of a public employee, including a government employee,
either individually or collectively,

(A4) appealing to the public authority in cases of abuse of power within the public
sector,

(A5) appealing to the judiciary in cases of conflict with private or public entities.

Essentially, although critical political privacy does not guarantee the same level of
individual or collective freedom as could be expected for citizens of a semi-democratic
state, it is supposed to mark a difference between privacy violations which possibly ren-
der the state non-democratic, and violations which result in near complete subjugation
of the citizens. It could be argued that the CCP in China allows different scope of po-
litical privacy to the Han Chinese, i.e., the citizens who belong to the dominant ethnic
group in China, and to other ethnicities. For instance, the repression of Uighurs dis-
cussed in section 2.5 relied on both electronic and physical surveillance, which included
forcing the Uighur families to allow communist party officials to stay in their homes,
often sharing the same bed (Towadi et al., 2021, p. 63). This policy is in direct violation
of a critical zone of political activity, here (A1), where Uighur citizens are not allowed
to have a normal family life, which preconditions the bare minimum of social and state
involvement. In section 5.2.3 I return to the case of Uighur community while discussing
the use of surveillance as a tool in genocide. Here, the remark I made earlier about the
zones "critical from a democratic standpoint" may explain why I argue that the in-person
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surveillance of Uighur families is a negative phenomenon. Although it may be seen as a
positive development from the perspective of effective internal politics according to the
CCP guidelines, ethnicity-based targeted surveillance violates, e.g., what from a demo-
cratic standpoint constitutes the consensual principle of democracy, which I discuss in
more detail below.

Baseline political privacy is the threshold where the considerations about the princi-
ples of democracy enter the picture. As I indicated at the beginning of this chapter, for
the purposes of this dissertation I rely on the conceptualization of the term "democracy"
used by the V-Dem democracy measurement project comprising in seven general prin-
ciples that are subsequently operationalized in terms of chosen indices according to the
V-Dem methodology (Coppedge et al., 2021, p. 4). In case of baseline political privacy,
I propose to require that the basic zones of political activity be defined as the zones of
political activity which are necessary for and which sustain the active involvement of the
citizens in the political system of a given country. Intuitively, this means that the formal
and institutional elements of a democratic system are already in place, though some of
them may be faulty or lacking the material or human component needed to render the
state fully democratic.

For instance, the electoral principle of democracy constitutes a core value of mak-
ing the decision-makers responsive to the citizens by means of elections, carried out at
regular, predetermined intervals. Coppedge and others argue that once the state drops
the electoral principle, it can no longer be called democratic, regardless of its stance on
other principles from the list. There may exist material differences between the citizens,
which interfere with their access to votes in the election, as was documented, e.g., in In-
dia, where citizens have been compelled to yield their voting rights to the representative
of the political party which claimed dominance over a given area. The election fraud
in India was in fact so significant that biometric confirmation of vote legitimacy was
proposed in some analyses of the election process (Yadav and Singh, 2013; Vidyasree
et al., 2016). In this case, the faulty election process does not automatically render India
a non-democracy. However, voter fraud and corruption in voter authentication violate
the egalitarian principle of democracy, which states that all citizens and groups should
enjoy equal de jure and de facto capabilities to participate, including participation in the
election. In other words, although the formal and institutional components of democracy
are in place, their execution is impaired to a certain extent.

The state which wants to sustain the citizens’ active political involvement must re-
spect, at the very minimum, the following principles of democracy: the aforementioned
electoral principle, the majoritarian principle, and the consensual principle. The majori-

156:7122808258



CHAPTER 5. 157

tarian principle states that a majority of the citizens should be capable to express their
political will through policies. To balance it out, the consensual principle requires that
a majority should allow for sufficient representation of the interests and perspectives of
political minorities. Note that there needs not be any trade-off between the two princi-
ples. In China, due to the superiority of the CCP over the will of the people, combined
with the repression of ethnic, religious, political and sexual minorities, both principles
are violated. Thus, a decrease in consensuality does not mean an increase in majoritari-
anism, or vice versa.

Given these principles, the basic zones of political activity may be identified as, for
instance:

(B1) participating in the election process, while having the ability to freely discuss the
choice of candidates among family and friends, even if the election process is
flawed,

(B2) expressing and enacting one’s identity (ethnic, religious, political, gender, etc.)
without state retribution in the political context, within the frames of the law, even
if the process is flawed,

(B3) lobbying for the collective interest of one’s group (political, ethnic, etc.) without
state retribution, within the frames of the law, even if the process is flawed or
systematically unsuccessful,

(B4) being able to gather and congregate, including political assemblies conducted
without state interference,

(B5) expressing one’s political views publicly without retribution and discussing polit-
ical matters in the press without state retribution (direct or indirect), within the
frames of the law, including the right to protest.

The three examples which I describe in sections 5.1.2, 5.1.3 and 5.1.4, all fall into
the basic zones of political activity, showing that the current state of political privacy
protection is already rather poor, even in relatively privacy-oriented countries, such as
the EU member states. At the same time, the proposed thresholds for political privacy
are cumulative, which means that every basic zone of political activity is, by definition,
also a critical one. Similarly, each standard zone will be considered basic and critical by
default.

The last threshold, that of full political privacy, does not represent an ideal situation
for which the states will strive asymptotically. Rather, the conditions for "full" political
privacy ask for sustaining the zones of activity which are standard from the democratic
standpoint. This means that the full list of democratic fundamental principles should be

157:4579445714



CHAPTER 5. 158

considered, including, in addition to the previously mentioned, at the very least, the lib-
eral principle, the participatory principle, the deliberative principle, and the egalitarian
principle.

The liberal principle of democracy states that individual and minority rights must be
protected against both the state and the "tyranny of the majority" (Coppedge et al., 2021,
p. 4). Constitutional guarantees of civil liberties, rule of law and the system of checks
and balances contribute to the values held through the liberal principle. Respecting
the participatory principle means that citizens are free to engage with a multitude of
political process, not limited to local or small-scale initiatives. Related to this is the
deliberative principle, which says that political decisions must be informed by a process
of multi-level dialogue, as opposed to populism, coercion, or manipulation on the side
of the decision-makers. Finally, the egalitarian principle requires that the material and
immaterial inequalities that inhibit the de facto use of formal political rights and liberties
be eliminated. This includes significant inequalities in health and health care access,
education, or income.

The standard zones of political activity related the principles described above are,
for instance:

(C1) starting, participating in and openly supporting a social organization or a non-
governmental organization, without state retribution, within the frames of the law,

(C2) running for and serving at public offices, including the positions of power, without
state retribution or obstacles from the incumbents,

(C3) participating in the creation of agendas for public institutions and authorities with-
out state retribution,

(C4) keeping sufficient checks on the state institutions at all levels, including citizen’s
initiatives to monitor public authorities,

(C5) being able to access knowledge and information needed to make informed politi-
cal decisions.

An exhaustive characterization of the three types of zones of political activity may
not be possible, given that the catalog of fundamental rights and freedoms – thus, also
the list of democratic principles – remains open by design. Hopefully, the examples
and explanations of the definitions of critical, baseline and full political privacy are
sufficient to plant a solid intuition about the scope of each of them. In what follows,
I will discuss some of the most relevant zones of activity where political privacy is a
necessary guarantee of the zone’s availability to citizens. First is the freedom of speech
and its special case, the freedom of media and censorship. Second, the freedom of

158:7052848186



CHAPTER 5. 159

elections, directly related to electoral principle of democracy. And lastly, the freedom
of assembly and the right to protest.

5.1.2 Freedom of speech and free media

The interconnections between privacy, freedom of speech and freedom of media so di-
verse and well-documented that a brief summary is bound to omit some of their im-
portant aspects. Here, I limit my considerations to the issues most relevant to mass
surveillance, which has been one of my foci in this dissertation. Mass surveillance has
major impact on media and social communication, including on the relationship be-
tween journalists and their confidential sources, the credibility and safety of journalists
and their editors, as well as access to the media in general. Aside from mass surveillance,
journalists, editors, and whistleblowers have been subjected to targeted surveillance and
repression.

Waters (2018) conducted a qualitative study on the methods which national security
journalists use to communicate online to evade potential surveillance by government
authorities, specifically through available digital security technologies. Both Waters and
McQuail (1987) assume that surveillance is fundamentally connected with media in that,
aside from its meaning related to state oversight, surveillance also describes a necessary
prerequisite of journalistic work. Journalists, and indirectly also their supportive staff
and editors, turn the results of their surveillance, in the form of observation of events
and people, into news (Waters, 2018, p. 1296). However, I disagree with Waters on that
the state surveillance and journalistic surveillance represent what is essentially the same
phenomenon. Observation is not the same as oversight, and, as Waters himself noted,
overt oversight typically results in attitude change in the object of observation, leading to
subjugation and obedience towards the surveillor. Journalistic work, however, generally
does not cause such changes in the mental state of the observed. Moreover, journalistic
and media work usually involves targeted, purposeful observation, limited in time and
scope. Eventually, objects of observation learn about the surveillance and they are in
full power to challenge the appropriateness and truthfulness of the journalist’s findings.
The relationship between the journalist-observer and an individual is horizontal, equal
from the legal point of view. In case of state surveillance, the relationship is hierarchical
and ways of defense or appeal almost none. Targeted and purposeful surveillance are
only some of the solutions in the state’s rich observational toolkit, which includes wide
and almost unrestricted use of general purpose surveillance, oversight conducted "just
in case" or preemptively.
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In my view, the expansion of the definition of surveillance proposed by Waters and
McQuail trivializes the phenomenon. By this token, academic research would constitute
a form of surveillance as well. Social scientists could be seen as turning surveillance
of people and their relationships into analyses of social reality, while physicists could
argue that they conduct surveillance of the universe. There is more to surveillance than
just observation, and the social framework of panopticism, which Waters himself uses in
his study may provide one explanation of what the difference between them is. Namely,
surveillance is different from mere observation in that it gives the observer significant
leverage, or power over the one being observed. Surveillance allows the observer to
dominate and subjugate the observed in ways which simple observation cannot. After
all, inmates do not typically conduct surveillance of the prison guards, even when both
look one another in the eye.

However, aside from certain definitional problems, Waters’ study reveals that mass
surveillance changed the ways that journalists work. Some journalists said that mass
surveillance required them to develop advanced technical skills in order to continue
their field work. The ability to gain and rely on the technology impacted both the jour-
nalists’ views on mass surveillance and the methods of securing their communication
with sources. It also shifted their role towards the topic which they covered, making it
more or less "adversarial" depending on their perception of mass government surveil-
lance in the US (Waters, 2018, p. 1302). However, many national security journalists
refused to participate in the study, often due to the sensitivity and potential risks associ-
ated with the content of the interviews. The refusal and drop out rate were so high that
they imposed significant limitations on the study. The explanation of these phenomena
given by Waters is informative of the difficulties in approaching topics such as this one,
hence worth citing in full:

A particular difficulty of this study was finding journalists willing to speak on

the record about mass surveillance. Many national security journalists, who are

likely more aware than the general public of the capabilities of mass surveillance

programs, were reluctant to speak about the topic, regardless of any promise of

anonymity. During the recruitment process, many potential participants stopped

responding during the informed consent process, when they asked to see the inter-

view protocol in advance. If they did respond during the consent process, several

potential participants said they would not discuss these topics online, no matter

how many precautions were taken, and others refused to discuss these topics with

the author, whom they did not know. A common reply to requests for an interview

was an outright refusal to discuss the topic on the record, preferring to keep their
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methods and opinions to themselves for various reasons. (Waters, 2018, p. 1311)

Another important aspect of mass surveillance in relation to media is a simple mat-
ter of access. Bischoff (2022) conducted a rough comparative analysis of the internet
freedom for countries around the world in 2022. The methodology behind the analysis
was straightforward, each country being evaluated in six categories. The score in each
category is assigned up to 2 points, except one, messaging/VoIP apps (Voice over Inter-
net Protocol, or IP telephony), assigned up to 1 point. This is because many countries
included in the analysis were banning or restricting certain communication apps but al-
lowing the use of alternatives controlled by the government or the accredited telecoms
providers. The six categories were: content—torrents, pornography, news media, social
media, VPNs (virtual private networks), and messaging/VoIP apps. Overall, the higher
the score, the more censored the country is. The score in each 2-point category is esti-
mated as follows: the country scores 1 point if the service mentioned in the category is
restricted but accessible; if the service is banned, the country scored 2 points.

Figure 5.1: The map comparing the censorship levels around the world in 2022, based on the
methodology desgined by Bischoff (2022) for Comparitech.

At the top of the list of censors state are North Korea and China (11 out of 11 points),
Iran (10 points), Belarus, Qatar, Syria, Thailand, Turkmenistan, and the UAE (all with
8 points). All these countries heavily censor political media, restrict or ban social me-
dia and the use of VPN services. In Europe the most censored countries are Belarus
(8 points), Ukraine (4), Turkey (7) and Spain (4), with possible addition of Russia (7)
through the Kaliningrad Oblast, but Russia is not included in Bishoff’s analysis of Eu-
ropean censorship. So far, messagging and VoIP apps are not restricted in Europe, but
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VPN services are restricted in Turkey and banned in Belarus. Restrictions on social me-
dia are present in Belarus, Montenegro, Spain, Turkey, and Ukraine. Political media is
restricted in 12 countires, including Belarus and Turkey where the censorship is severe.
Online pornography is banned in Belarus and Turkey, and restricted in Ukraine, while
torrenting sites are banned or shut down in 18 countries.

In the context of EU regulation, technologies which enable E2EE (end-to-end en-
cryption) and anonymous browsers such as TOR, both of which I discussed in chapter
4 (section 4.2.4), contribute greatly to maintaining and developing ways of protecting
the citizens against state censorship. For this reason, I will argue that the European in-
stitutions, as well as the member states, need to turn back from their strategy to ban or
limit the use of both types of technologies. Rather, they should focus on boosting the
availability of anonymization tools in Europe and around the world. More details on the
policy solutions which could bring the EU closer to this goal are included in section 5.3.

The Tor network and similar tools have been developed with civil liberties in mind,
though solutions to prevent blocking access to the tool itself were added much later,
after it turned out that Tor was being blocked during elections in Iran in June 2009 and
in China earlier that same year. In case of Iran, it is alleged that around 10 percent
of all traffic incoming to one of the major social networking platforms from Iran was
coming via Tor (with 90 percent coming from proxies in the Amazon cloud) in June
2009 (Dingledine, 2009, p. 47). Despite intense efforts to develop technical solutions
to censorship and firewalls, according to Dingledine, the co-founder of the Tor project,
no amount of technology can replace legal and political solutions. This is because the
power of firewalls and censorship is primarily social, not technological. Even when
technical obstacles can be solved, actually obtaining solutions to bans and blockades
which the states put up will require organizational and mental effort, and is likely to
overwhelm the majority of citizens.

Free access to uncensored information about the political situation and the facts
about the politicians, which are already within public discovery elsewhere, is a neces-
sary component of making decisions related to voting in the elections, both individually
and within collective or public discourse. Citizens who are deprived of free access to
information cannot make proper use of their right to participate in the electoral process,
thus violating the electoral principle and bringing the state below the minimal thresh-
old for a democracy. The backdoor to messaging/VoIP apps in certain countries allow
the state to interfere even within the most critical zones of political privacy, such as
communicating with friends and family on themes related to political matters. Take for
instance, the case of Aneeqa Ateeq, 26-year-old woman who was sentenced to death
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in 2022 (including both a 20-year sentence and hanging) by a court in Rawalpindi for
sending "blasphemous caricatures of holy prophets" and making remarks about the holy
personages in a private WhatsApp conversation with a friend. Additionally, Pakistan
asked Facebook and Twitter to assist in identification of Pakistani citizens suspected of
blasphemy for the purposes of prosecution and extradition (Baloch and Ellis-Petersen,
2022). Similarly as in Pakistan, every instance of depriving citizens of control over a
given zone of political activity constitutes a decrease in political privacy. Particularly
relevant to the EU is the the censorship of political media and blocking or banning the
VPN services.

5.1.3 Right to free elections

A problem related to privacy and security, but also to the freedom of elections due to
known history of attacks, is the viral spread of fake news in the media, both traditional
and social. The idea of fake news as a cyber threat has been proposed by Mare et al.
(2019), Caramancion (2020) and Gradoń (2020), but so far did not gain enough trac-
tion to attract large-scale solutions within the field of national cyber security. Rather,
the issue was ceded to private and non-governmental organizations running "debunk-
ing" and verification projects, where each potential threat (piece of news) is inspected
on case-by-case basis. After several years of research (Lorek et al., 2015), certain au-
tomated credibility checkers1 were also implemented by social media platforms since
2019 (Brattberg and Maurer, 2018).

In order to understand the root of the problem behind the 2016 US presidential cam-
paign, Kim (2018) analyzed strategies and tactics of the Russian operative proven to
have links with the Kremlin, the Internet Research Agency (IRA). Kim studied 3,519
Facebook and Instagram advertisements selected and released by the House Permanent
Select Committee on Intelligence (HPSCI), generally reconfirming the earlier findings
by the HPSCI concerning both the fact that the IRA showed a clear understanding of

1One of such solutions was proposed by myself and my team during the "Hack Belgium" hackathon
in 2019. Our project, which took first place in the category "Credible, Engaging Media (Creating new
experiences and new sources of trust)", proposed adding a "credibility layer" to links and media shared in
news feeds and private conversations on social media platforms such as Facebook, Twitter, and WhatsApp
by visualizing the level of reliability of the source in the preview and under a thumbnail of a published
link (Samonek et al., 2019). Our analysis of credibility focused on targeting automatically generated con-
tent, forged images and videos, and sources related to known fake news generators, prioritizing neutrality,
transparency of the evaluation process and user-friendliness, and taking into account the social compo-
nent of technical problem mentioned by Dingledine (2009). A solution similar to ours was implemented
independently by Facebook several weeks after the project was made public, but did not cover using
automated checkers in private conversations.
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political and election campaign strategies, as well its capacity to leverage data-driven
targeting tactics on social networking platforms which they were using. One of the
most striking and novel strategies on the side of the IRA was to create a full-blown
digital ecosystem, including at least 73 different ad sponsors or groups. This allowed
the IRA ecosystem to mimic the organic digital ecosystem, a network of related people
and organizations, which an citizens using Facebook or Instagram would encounter in
their everyday browsing. The ecosystem displayed deep knowledge of issues relevant to
American users, including memes, music and events, aside from news-like pieces and
political messages. This robust ecosystem allowed the IRA to perform a wide-scale at-
tack, targeting users across the political spectrum and across multiple different platforms
(besides Facebook and Instagram, also Eventbrite, MeetUp, Twitter, YouTube and other
Google services).

The second aspect of the 2016 election attack was using the artificial ecosystem to
run campaigns focused on the issues which would be maximally divisive in the Amer-
ican society, including race, nationalism and the alt-right movement, immigration, ter-
rorism, guns and gun control, and LGBTQ rights. From among the ads surveyed by
Kim almost 67 percent of ads contained a dictionary term (or a keyword) related to
race, around 25 percent mentioned terms related to nationalism and the alt-right. The
focus categories listed above covered up for around 96 percent of the Russian ads sam-
ple, leaving only around 4 percent to other issues, less controversial in the US (Kim,
2018, p. 4). To identify the US-based users receptive to the issues related to the six fo-
cus categories, the IRA relied on interest-based targeting in around 73 percent of cases.
Interest-based targeting is a feature provided to ad sponsors on Facebook, where the
"targets" are identified based on their personal preferences and data, which the company
collects, following the mechanism described by Zuboff (2019) (see section 4.1.4). This
allowed the IRA to use micro-targeted ad campaigns strategically designed to engage
users whom Facebook identified as the the most susceptible to divisive messaging.

In parallel with the divisive campaigns, the IRA ran another campaign, aimed at
voter suppression. Kim observed that around 7.6 percent of the surveyed ads contained
non-political content. A qualitative analysis of the non-political subsample revealed that
these ads were used to identify targets for voter suppression messages later on, espe-
cially in case of non-white users. Ads targeting African Americans and other non-white
citizens initially promoted themes related to their racial or ethnic identity (which the
IRA invested in for the sake of establishing trust) and switched to content discouraging
participation in the elections later on, closer to election time.

Finally, through a simplified link analysis Kim was able to detect coordinated net-
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works dating back to the pre-2016 election campaigns. The networked organization of
the IRA included:

– organizing events where people from opposite positions on the political spectrum
were set up to clash, including both demonstrations supporting one or more of the
divisive causes and the counter-demonstration,

– using the same ad across ostensibly separate platforms or groups,
– creating what Kim called a "hub of influence", a landing page linked to multiple

groups and online accounts, and
– using an intermediary, or a middleman, for certain groups and accounts, where the

intermediary was seemingly unrelated to the main group, but served to amplify
messages, build up traffic and add credibility to the main group in the evaluation
of the platform’s algorithms.

All the strategies which Kim described in relation to the 2016 US election campaign
attack constitute violations of the political rights of the US citizens. For instance, set-
ting up events designed to cause a clash between the citizens, which are not bona fide

in support of any of the causes, is in fact a form of cyber attack targeting the the right
to protest, aside from the more long-term goal of meddling in the US election, yet an-
other violation of the democratic process and the US citizens’ political rights. All the
zones of political activity involved in the strategies used by the IRA require a breach of
privacy before they can be accessed. The surveillance capitalist business model of Meta
(Facebook) made this breach possible, thus endangering the national cyber security of
the US.

Disinformation, or fake news, is as a cyber threat that endangers the security of
citizen’s discourse on political matters, thus threatening public and national security as
well. This is why, in section 5.3.3, I argue that policies concerning fake news should
be adjusted to the level of damage it involves, focusing on prevention via a multitude of
cyber defense projects, as well as legislative efforts to decentralize the Internet.

5.1.4 Right to free assembly, protest and counter-instrumentarianism

Political privacy is a natural antidote to what Zuboff called instrumentarian power, both
on the side of the governments and surveillance capitalist firms. The right to free assem-
bly and the right to protest stand at the core of the conflict between the citizens and state
power, as the rise in citizen discontent went hand in hand with the political and financial
instability caused by effectively unregulated free-market economy.
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As I mentioned before (see 4.1.3), civil unrest rooted in wealth inequalities which
blew up around the 2010s is closely connected with the maturity of the neoliberal eco-
nomic systems around the world. At the same time, surveillance tools were developed in
part with the intention of mitigating the pressure caused by the protests. The reasoning
behind using surveillance to curb civil unrest may seem benign at first, but upon closer
inspection it seems that the very logic behind it is flawed.

Protests are a form of disrupting the normal operation of the state or its infrastruc-
ture. Thus, the state may interpret them as a threat to national security, since terrorism
sensu largo aims at similar goals. It is through this goal identification that the state
comes to associate protests with disruption and likens them to terrorist acts. However,
such understanding of terrorism is much too broad, encompassing almost all successful
resistance to state actions on the side of the citizens and non-citizens alike. Note that
the very idea behind the right to protest was to empower the citizens to exert pressure
on their governments, in the exact way which the modern governments came to see as a
threat to state security.

The connection between the right to protest, the right to free assembly and politi-
cal privacy was already made clear in chapter 2, where I analyzed the case of climate
protesters in France, whose actions had been interpreted as threatening the stability and
security of the state, and prosecuted extra-judicially under anti-terrorism laws (see sec-
tion 2.1.2). One of the most important takeaways from this case study was that surveil-
lance has a negative impact on political mobilization and political activism. Protecting
political privacy at both state and European level may help reverse this state of affairs,
thus boosting further development of civil societies in the EU.

5.2 Limits to surveillance

Königs (2022) argued that limitations on surveillance must be imposed on governments
in democratic states, considering three scenarios. First is a loss of citizens’ privacy due
to mass collection of data by the governments, and the second – privacy loss due to
accessing the collected data. I explored in depth in previous chapters (see in particular,
section 1.3.4). The third possibility, which also features in studies by Raynes-Goldie
(2010) and Marwick and Hargittai (2019), is that the collected data may be used for
objectionable purposes. According to Königs, even within established democracies the
expansion of surveillance leads to situations, where laws of doubtful legitimacy are en-
forced via surveillance and disproportionate punishment for the citizens who violate
these laws. The list of illegitimate laws often includes the very laws which put surveil-
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lance tools and practices in place:

[T]he problem of defective legitimacy affects not only laws that are enforced with

the help of government surveillance but also government surveillance as a policy

itself. If existing democratic procedures do not meet the requirements necessary

for democratic legitimation, the actual decision-making processes that lead to the

introduction of surveillance programs may fail to ensure their legitimacy. Indeed,

given the secretive nature of many surveillance operations and the importance of

transparency for political legitimacy, the problem may be particularly acute for

surveillance policies. (Königs, 2022, p.16)

Maintaining boundaries on how surveillance, especially mass surveillance, is used
on their citizens is in the best interest of democracies, at least if they want to remain
democracies. Meanwhile, surveillance technologies have become an important com-
ponent of international technological arms race, especially with regards to the US and
China (Chang, 2020). What actionable steps can democracies undertake to eliminate
external surveillance? I propose that mass surveillance tools be treated with similar
caution to how weapons be treated in international politics. That is, states should im-
pose international standards on limiting surveillance, especially mass surveillance, and
maintain a system of mutual control on the level of compliance with these standards.

I postulate that in case of the EU this means imposing uniform limitations on both
government and corporate surveillance, which should be seen as a part of the joint cy-
ber security effort among the member states. At the same time, programs which have
the potential to yield open source privacy protection solutions should be designed and
funded, while existing privacy-oriented solutions should be unanimously protected (see
section 5.3.4).

5.2.1 Institutional v. social privacy

Raynes-Goldie (2010) and Marwick and Hargittai (2019) proposed to differentiate be-
tween institutional and social privacy. These term bear certain similarity to political and
personal privacy in that both institutional privacy and political privacy involve institu-
tions and mechanisms of public (state) authority, while social and personal privacy are
limited to our peers. However, institutional and social privacy relate not to the concept
of privacy as it, but to the perceptions concerning privacy. They are psychological, not
political phenomena. To say that political privacy is different from personal privacy
means that there exist zones of activity which are relevant to how an individual, a group
or a collective share in state decision-making and how they engage in the politics of
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their country. Personal privacy encompasses those zones of activity which lack political
relevance, regardless of whether they involve a single individual, a family, a group of
friends, or a political collective or government institution. As I have shown in section
5.1.1, forming familial and collegial relationships in which unsupervised methods of
communications are available, even if they are not used, is a critical zone of political
activity. Governments such as the CCP in China have a documented history of targeting
these zones of activity for uniquely political reasons, including genocide (see section
5.2.3).

This being said, efforts to limit surveillance in accordance with the objectives of a
democratic state may take advantage of the psychological tendency to separate social
and institutional privacy. Raynes-Goldie discussed various strategies which the young
netizens2 relied on to manage their social privacy online, limiting other people’s access
to information about their personal affairs. Raynes-Goldie conducted an ethnographic
study of young (predominantly 20-29 year old) Facebook users and described the meth-
ods which they use to re-purpose the platform’s design to protect their own social privacy
and also to violate the privacy of other users. Some of the participants in the study en-
gaged in subversive practices aimed at mitigating privacy concerns, including aliasing,
obscuring profile information and regular "wall cleaning". The first two are in direct
violation of the platform’s terms of service, while the practice of "cleaning" the record
on regular basis contradicts the mission of Facebook to make users share "more rather
than less", while being their "true" selves – the latter being a condition which the plat-
form interprets as having one’s real name and other personal information (day of birth,
location, etc.) permanently attributed to one’s online activity and also other people’s
online activity (Raynes-Goldie, 2010). In order to enforce the merging of all identities
and activities, Facebook uses a range of technical solutions which make it harder for
individuals to keep various areas of their life separate. Friends and strangers can tag
users in posts and pictures, making any activity visible to the user’s entire social circle,
allowing for public discovery of all areas of their life without prior consent. Moreover,
"cleaning" the wall is also discouraged, requiring each tag, image and post to be deleted
manually. This form of "cleaning", deleting items from permanent record, requires time
and energy, and if not performed regularly, may not be feasible for an average user. The

2The term netizen is used to describe the person using the internet in a context where being called a
"user" usually relates to specific online service or platform, and where being a "user" entails being bound
by the specific terms of service or user agreement, while being a "netizen" is free from such connotations.
Achmad (2021, p. 1567) linked the emergence of netizens to social changes induced by the globalization
of Internet and digital technologies, where a variety of technologies and tools are used to create a public
arena for expression and communication.
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participants in Raynes-Goldie’s study who engaged in "cleaning" their walls usually did
so on weekly basis.

However, Raynes-Goldie observed that institutional privacy seems to predate social
networking platforms like Facebook, and comes closer to what was originally meant
when the term "privacy" was being used by both theorists and regular citizens (see
section 1.2). Marwick and Hargittai (2019) were interested in which incentives and
disincentives netizens take under consideration when debating whether to share infor-
mation with institutional actors online. Many focus group participants expressed distrust
towards governmental and corporate institutions, mentioning skepticism and fear of dis-
crimination among the causes for their concern. They observed that the willingness to
disclose information significantly depended on the context in which information was
provided, the recipient and the specific content of the information. The willingness to
protect institutional privacy, which Raynes-Goldie understood as limiting or denying the
access to information of firms and governments, was in fact quite universal and did not
depend on one’s strategies regarding social privacy.

5.2.2 Metaveillance, or who watches the watcher

Social "veillance", being seen by peers, which Raynes-Goldie researched in young ne-
tizens, is sometimes referred to as coveillance. Thus, under fine-grained definitions of
various forms of observation, lateral and mutual observation among citizens or insti-
tutions at a comparable level of influence does necessarily need to entail surveillance.
Sousveillance and metaveillance may contribute to balancing the surveillance activity,
although, as I explained in section 4.3.1 sourveillance does not necessarily entail coun-
tersurveillance. On the contrary, sousveillance may be used to amplify the impact of
surveillance. Thus, critical reflection on the limits and consequences of surveillance is
better realized within metaveillance, the observation of observation, or the "veillance of
veillance" (Mann, 2016, p. 1409). Certain technologies, such as drone swarming could
be used to perform surveillance and security audits, autonomous-vehicle sensory verifi-
cation, and automotive sensing, all early forms of metaveillance (Mann et al., 2019).

The popular rise in bottom-up counter-surveillance activity around the world shows
that citizens still expect and value transparency on the side of police and other gov-
ernmental bodies. Brucato (2015, p. 39) said that one of the challenges for modern
governmental self-disclosure is ubiquitous surveillance, that is, wide and unrestricted
use of surveillance technologies, where all possible information is collected, searched,
and analyzed. Similarly to Königs (2022), Brucato argues that procedures and solutions
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which are invented to repair the damage done to democratic values may be endangered,
as the public authority takes steps to adapt to them. In his analysis of police brutality and
the "cop watching" movement in the US, Brucato shows that the American police has
grown into the new type of transparency, one induced by citizen sousveillance, people
documenting the wrongdoing of police officers. Even though transparency is assumed
to bring in at least a possibility of accountability, thus contributing to citizen empower-
ment, the actual outcomes of documenting police violence are not as significant as could
be expected (Brucato, 2015, p. 50). Such initial analyses of the impact of sousveil-
lance suggest that effective oversight of public authorities will require much more than
bottom-up initiatives. "Cop watching" projects may give the citizens a feeling of control,
but they fell short of curbing actual police violence. It is likely that proper metaveillance
will not develop from citizen action alone, either. Rather, successful metaveillance re-
quires a system of well-established independent institutions to monitor and restrict the
use of surveillance in each state, as well as globally.

At the state level, a good start has been the German right to notification, discussed in
section 2.1.4, together with the requirement to create a catalog of minimum safeguards,
including specifying the nature, scope and duration of the possible oversight measures,
the grounds for ordering them, the authorities competent to permit, carry out and su-
pervise the use of these measures, and making available appropriate countermeasures to
raise the level of public scrutiny and minimize the risk of abuse of the system of surveil-
lance. Collegial supervisory bodies such as those created in Germany for the sake for
metaveillance should become standard in every democracy, and should be made manda-
tory for all surveillance activity on the side of the government, as well as surveillance
capitalist firms.

In relation to the case of genocide described in section 5.2.3, I propose that the in-
ternational equivalents of state metaveillance control are put in place. From the strategic
point of view, there exist procedural similarities between prosecuting excessive surveil-
lance and prosecuting genocide. The countries where the governments are guilty of
killing their own citizens are generally disincentivized to pursue prosecution, while any
external interventions require significant diplomatic effort in order to not violate state
sovereignty. The situation with surveillance is similar in this regard, which could make
certain procedures used by the International Court of Justice (ICJ) effective in providing
international solutions to abuses of oversight. As I argue in the following section, an
additional reason to establish international control of the use of state surveillance is that
surveillance often goes hand in hand with violence towards the citizens.
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5.2.3 Surveillance in genocide and the need for global solutions

In a versatile historical study of genocide and its prosecution, Gebert (2022) shows that
the idea to pursue protection from the violence inflicted on the citizens by their own state
is much more recent than one might expect. The struggle for creating the international
genocide convention started well after the second world war and was due to the efforts
of Raphael (Rafał) Lemkin, a Polish lawyer whose family perished in the Holocaust and
who attempted to propose a convention on genocide to Adolf Hitler during a conference
in Madrid in 1933, but was prevented from doing so by the Polish Ministry of Foreign
Affairs for the fear of offending Hitler (Gebert, 2022, p. 25). Lemkin survived the war
and kept lobbying for the multilateral treaty which would criminalize genocide and ob-
ligate signatory states to enforce its prohibition. Only in 1948 did his plans come closer
to becoming reality, when the United Nations General Assembly adopted (unanimously)
the Convention on the Prevention and Punishment of the Crime of Genocide (CPPCG),
also known as the Genocide Convention on December 9. The Convention entered force
in January 1951. As of April 2022, 152 states have ratified or acceded to the treaty,
including Mauritius (July 8, 2019). The Genocide Convention was the first legal instru-
ment to challenge genocide. Before its adoption, genocide of their own citizens was
seen as the prerogative of the states, a necessary attribute of their sovereignty. Irvin-
Erickson (2016, p. 231) observed that even after its adoption, the Genocide Convention
was "essentially stillborn", as no international tribunal capable of enforcing the treaty
existed at the time. Genocide as a crime of intentional destruction of a people in whole
or in part, where a people is understood as an ethnic, national, racial, or religious group,
is still difficult to prosecute effectively, but the legislative efforts of Lemkin himself as
well as his followers over they years resulted in relative progress.

However, so far both the lemkinian idea of "vandalism", or "cultural genocide",
(Lemkin, 1947; Klamberg, 2018), as well as the problem of using state control to make
acts of genocide possible are not widely discussed, let alone put into the law. For exam-
ple, the use of surveillance in service of violence towards citizens was documented in
case of Democratic Kampuchea, where surveillance techniques, biopolitical documen-
tation, and preemptive policing strategies led to widespread "purges" during the rule of
the Khmer Rouge (Tyner, 2018, p. xv). Esparza et al. (2009) conducted case studies
of regimes of Argentina, Chile, Guatemala, Peru, and Uruguay, showing that during the
Cold War period the US intelligence provided training needed to carry out surveillance
campaigns in these states, aimed at identifying the "internal enemy", groups who were
later subjected to genocidal violence. For instance, in case of 21 massacres conducted by
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the Guatemalan government between June 1981 and December 1982, the targeted com-
munities were subjected to surveillance, including multiple in-person visits by soldiers
(Esparza et al., 2009, p. 93).

Perhaps the most versatile use of surveillance in genocidal violence nowadays is to
be observed in China, where multiple communities are victim of genocidal violence,
often assisted by ubiquitous surveillance technologies. One such community is the
Uighurs of Xinjiang, whose current situation I explained in section 2.5. Another is the
Tibetans, whose culture and population are systematically erased by the CCP, despite
concentrated efforts to raise international attention by both the Tibetan government in
exile and the Tibetan citizens who perform acts of self-immolation as a form of protest
on regular basis (Barnett, 2012; Woeser, 2016; Demick, 2020). Although the citizens
of Hong Kong and Taiwan so far escape the large-scale political violence inflicted by
the CCP, Hong Kongers are massively leaving their home country due to the backlash
following the pro-democratic protests and the Umbrella Movement, choosing indefinite
emigration to escape the CCP prosecution (Chan, 2014; Leung, 2022). At the same
time, Taiwan, who maintained a significant level of independence from the CCP and is
currently governed by the majority Democratic Progressive Party (DPP) with the sup-
port of president Tsai Ing-wen, is preparing for military clash with China, expecting the
Chinese invasion to mimic the recent Russian aggression in Ukraine (Davidson, 2022).

Clarke (2021, p. 9) described the elements of surveillance which accompanied the
settler colonialist policies, political violence and cultural genocide in Xinjiang, which
he referred to as the site of the "largest mass repression of an ethnic and/or religious
minority in the world today". The pervasive use of surveillance is aligned with extra-
judicial detentions in concentration camps (which the CCP calls "re-education" centers)
and the systematic erasure of Uighur ethnic and religious identity. In the eyes of the
CCP, cultural, ethnic or religious diversity is automatically demonstrative of subversive-
ness, threatening the cultural and ethnic dominance of the Han Chinese in the colonized
region. In order to deal with the "internal enemy", the CCP established invasive mea-
sures of control and "transformation", both inside and outside the concentration camps
(Clarke, 2021, p. 10):

Outside of the detention centers more than 10 million Turkic Muslim minorities in

the region exist in a "carceral state" where they are subjected to a dense network

of hi-tech surveillance systems (including key elements of China’s "social credit"

system), checkpoints, and interpersonal monitoring which severely limit all forms

of personal freedom.

In case of Xinjiang, no plans have been made to restrict the means of cultural geno-
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cide, and even the international pressure concerning the already accomplished acts of
cultural or strictly understood genocide are not particularly effective in preventing fur-
ther violence. Note, however, that without surveillance tools and technologies, this level
of targeting and erasure of Uighur cultural heritage could not be reached. Although
blocking and banning the use of already developed surveillance tools to commit violence
such as that in Xinjiang would be a complex international political feat, its potential to
prevent totalitarian agenda from destroying communities and peoples is so significant
that it may be well worth the effort.

5.3 Policy recommendations for the future of EU

In the final part on this chapter, I bring together the arguments presented throughout the
dissertation to propose several changes in the EU approach to the problem of privacy
and security. My proposal includes both legal and political instruments, which con-
tribute to European cyber security and democratic stability. In section 5.3.1, I advocate
for a multi-level understanding of privacy in the catalog of fundamental human rights.
Both personal and political privacy should be seen as individual rights on the one side,
and collective human rights on the other, with political privacy being emergent on var-
ious instances of personal privacy, especially when considering those zones of political
activity which are critical from a democratic standpoint (see section 5.1.1). In section
5.3.2, I present three guiding principles, which could empower the effort to create a joint
cyber security and cyber defense strategies in the EU. Section 5.3.3 draws on these prin-
ciples to present disinformation campaigns as a threat to national security, which could
be mitigated through joint defense programs.

Finally, in section 5.3.4, I present four sample solutions which further the protection
of political privacy in the European model (see chapter 2 for a detailed explanation of
what the three main models currently in use are). The solutions involve prioritizing
open source tools, in accordance with the principle that what is open source, cannot be
stolen. I also propose mandatory decentralization of digital services, in the same manner
as anti-cartel and anti-monopoly regulations are enforced. With regards to end-to-end
encryption (E2EE, also see section 4.2.4), I propose that the projects which make E2E
encrypted communications possible be given special protection and funding in the EU,
in order to make them safe and widely available even outside Europe. Lastly, I propose
that research based on data exploration and analysis be performed in accordance with
the best ethical standards and practices.
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5.3.1 Personal and political privacy as fundamental human rights

As I have shown in section 2.1, the right to privacy is well-established in the EU, as
it is counted among the fundamental human rights, protected under Article 8 of the
European Convention for the Protection of Human Rights and Fundamental Freedoms
(ECHR). It is clear, however, that under current formulation in the ECHR, the right to
privacy is interpreted as an individual right, but not a collective right. In section 3.2 of
chapter 3, I argued that the right to privacy, especially political privacy, possesses an
irreducible collective component, in that privacy is often the point of friction between
the collective citizen agendas and the state, where the individual rights are merely a
vehicle through which collective plans and postulates are lobbied for and, in case of
government backlash, destroyed.

Hence, I propose that both political privacy and personal privacy in scope in which it
contributes to the protection of political privacy, be protected as individual and collective
human rights. The current form of Article 8 of the ECHR only protects personal privacy
as an individual right, thus providing protection of only one out of four indispensable
components of the right to privacy. In addition to extensions of the right to privacy
in European law, I propose that actionable mechanisms of protection and appeal are
put in place, such as the German right to notification, the possibility to challenge the
decision to be put under surveillance, and other solutions which I presented throughout
this dissertation.

5.3.2 Joint cyber defense strategies in the EU

I argued that issues such as state and corporate surveillance, and various cyber threats to
civil society and the democratic processes, should be countered within a systematic pro-
gram of a multilateral framework. In case of the EU, I proposed in Samonek (2020) that
the strategies of cyber defense and cyber security programs be pursued jointly, though
not necessarily through central management of the European institutions. I proposed
three principles for a joint hybrid cyber security strategy, which I briefly summarize in
what follows.

The first principle, known as the principle of efficiency in European cooperation,
states that sharing the costs of building a resilient cyber security system is beneficial,
assuming that a perceivably fair distribution of commitments is agreed upon. Second,
the principle of non-aggression between the member states, which lies at the heart of the
European project, requires an extension onto the new realms of warfare, including cyber
warfare. In case of cyber attacks, identity attribution is a frequent problem. The attackers
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may abuse third party resources to perform an attack, thus obscuring the source and
leveraging the parties’ ignorance against the system or network of interest. Unless the
EU members commit their resources to building a joint defense strategy and facilitating
the practice of sharing the information relevant to fending off the threats, it may become
possible for one member state to be at war with another, and inadvertently so, though an
unwitting contribution of resources.

Lastly, the principle of priority of the European Single Market (ESM) states that
equal participation should be seen as an objective by the member states without being
taken for granted. The member states should negotiate their respective contributions to
cyber security systems and tools instead of relying on the EU regulations which guar-
antee a certain level of ESM access. The principle of ESM priority is of particular
relevance to regulating privacy, as the companies like Apple or Facebook tend to negoti-
ate their policies and business decisions almost exclusively with the EU representatives,
while rarely attempting to address the institutions of the member states. Additionally, the
European courts and EU data protection units have at their disposal appropriate tools for
changing the privacy policies, user agreements, invalidating patents and solutions which
threaten to harm the EU citizens and democratic stability. The national data protection
authorities and other national security agencies are often unable to address large-scale
negotiations and crises. This set up makes possible a positive reception of the European
assistance with cyber security problems related to the private market, which overwhelm
the national cyber defense systems.

My proposal to unify cyber defense strategies in the EU does not automatically imply
supporting the current European legislation, enforcing the 2016 Cybersecurity Directive,
or the operation of the EU Cybersecurity Agency (formerly ENISA, the European Union
Agency for Network and Information Security) in its current capacity. Rather, I advo-
cate for a bottom-up approach to joining and uniformization of European cyber defense.
This method of coordination requires that the European cyber security agencies, includ-
ing EU Cybersecurity Agency, focus their efforts of addressing the trust deficit among
the member states through facilitating the environment for safe information exchange,
instead of communicating with the member states through the medium of regulations
and prescribing security standards. The European defense and cyber security authori-
ties may benefit from embracing the inherent political character of international trust-
building and taking the role of an active mediator, as opposed to presenting themselves
as apolitical agents focused on purely technical aspects of European cyber security.

A particular threat to cyber security, which requires coordinated effort of the EU
institutions and the member states is the propagation of disinformation (or fake news),
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especially in relation to political processes and political attitudes formation.

5.3.3 Fake news as national security threat

Disinformation, also called fake news, is a special type of of misinformation. The latter
term describes the spread of false information, with or without malicious intent, or with-
out any intent at all. Disinformation is defined as deliberate misinformation: intentional
spreading of false information.

Caramancion considers various aspects of technologies and human factors contribut-
ing to the spread of fake news, observing that "as a precursor, it has to be first recog-
nized and postulated as a laying ground that disinformation should be categorized as a
cyberthreat." (Caramancion, 2020, p. 440). In this dissertation my focus was only on
digital disinformation, that is, spreading false information through the cyberspace. Both
disinformation itself, as well as its primary set of motivations, are not new. Both have
existed well before the emergence of computers and digital technologies. Traditional
(non-digital) disinformation was, and still remains, pervasive in entertainment, poli-
tics and other areas of public life. Outside of politics, disinformation was documented
to cause irreversible damages to financial assets of private firms, negatively affecting
the stock value of the company’s shares, its brand and social reputation. In relation to
election processes, a case where a disinformation campaign significantly affected the
presidential elections was described in section 5.1.3.

Aside from the immediate negative consequences to a specific target, fake news
affects netizens’ ability to engage and process information found online in the long-term
as well, decreasing their ability to participate in the public dialogue and stay informed
about issues which are relevant to their political and social situation (Wang and Lu,
2007; De Keersmaecker and Roets, 2017; Lee et al., 2020).

Because fake news is still seen primarily as a threat affecting social networks, dig-
ital media and other privately-owned information sources, and not political systems, it
is usually private businesses and non-governmental organizations who are left with the
task of combating it. This approach is a dangerous one because of the principle behind
it and the consequences to the freedom of speech. The very idea that private opera-
tions should be responsible for dealing with disinformation, affecting the political life
of the country both short- and long-term, is misguided. National cyber defense programs
and strategies typically include protection of infrastructure, data and networks critical
to the functioning of the state and society. Fake news spread directly targets the coun-
try’s functioning, regardless of whether the channel of spread is privately-owned or not.
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Another reason to deal with disinformation at a systemic level, rather than leaving the
solution up to individual companies, is the decrease in freedom of speech and freedom
of communication induced by the companies’ protective policies.

Figure 5.2: The map of surveyed value repertoires in relation to value orientations: self v. other
and citizen v. consumer by Trillò et al. (2021, p. 890).

Trillò et al. (2021) conducted a combined qualitative–quantitative content analy-
sis of 20 popular value-related Instagram hashtags, sampling top 100 posts for each
of them (running three rounds of 4 days each between February and April 2020), and
revealed that distinct visual footprints are associated with 19 of them, typically show-
ing an orientation towards the self and a strong emphasis on consumption. The focus
on value-related terms, such as happiness, freedom, progress, knowledge, tradition, re-
spect, sustainability, equality, compassion, and so on, was motivated by the question of
how values are represented visually and propagated through the platform. The consis-
tency between the expected value repertoire and the execution of value-related content in
posts was the most unexpected result of the study. In 19 out of 20 cases, the hashtag pos-
sessed a distinct visual footprint, meaning that the statistical analysis revealed at least
one distinguishing attribute for each of the 19 values. This makes the further results
of the study particularly informative about the character of value’s visual representa-
tion. The majority of value-related terms are associated with representations aligned
with "showing-culture" (as opposed to "telling"), meaning that they prioritize icons as
the preferred sign type and use images of cultural artifacts or relations between human
subjects as their central theme (Trillò et al., 2021, p. 888). The orientation of the set
of values onto the spectrum of self v. other and the spectrum of citizen v. consumer
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revealed a striking bend towards self-oriented consumerism, as shown in figure 5.2.
These recent findings show a pervasive bias of Instagram content propagation to-

wards marketable good and services in the representation of social and political val-
ues. Paradoxically, the value representations on Instagram are specifically directed away

from citizenship. Trillò et al. considered two possible explanations for this anti-political
bias. First, they asked whether the self- and consumerism-oriented direction originated
from the users of the platform. Perhaps people simply use Instagram to engage with con-
sumer goods and individual promoters of these good, and not to build communities or
discuss politically relevant topics? If this preference was pervasive enough in most users,
it could demonstrate itself even in the representation of value-related terms. However, a
second possibility emerges as much more likely. Namely, the algorithms guiding content
promotion and propagation are designed to give more visibility to consumption-related
content and limit the visibility of political content. This mode of operation has been
widely documented for account discussing matters related to femininity (Are, 2021;
Faust, 2017), marginalized communities (Middlebrook, 2020), and others. The censor-
ship of political or otherwise non-marketable information on Instagram often takes the
form of a so called shadowban, a form of covert algorithmic censorship of the user’s
account without their knowledge or consent. Methods involved in performing a shad-
owban include restricting the visibility of the account to other users, rendering specific
user hashtags undiscoverable, filtering out user’s posts from the news feeds of others,
or rendering the users handle (account name) invisible in the search results. The fact
that a shadowban is covert means that the user cannot be sure that the ban is in place
before its punishing effects are realized in the form of massively decreased interactions
with other users. No ways to appeal the bans, including shadowbans, on Instagram ex-
ist. Techniques such as shadowbanning together with other, similar content promotion
policies make Instagram a platform hostile towards political debate and citizen-oriented
information. In relation to their study, Trillò et al. concluded what follows.

This analysis suggests that the narrower meaning of value-related terms is not ran-

dom, but follows a consumption-based paradigm in which things have to be mar-

ketable and monetizable in order to achieve enough visibility to enter the main-

stream of Instagram’s archive. A different way to look at this is to say that the

commercial logic of Instagram’s mainstream turns values into positively charged

signifiers and puts them to work to increase the market appeal of specific goods

and services (Trillò et al., 2021, p. 893).

The specific rationale behind information dispersal on Instagram makes it a platform,
where political news, both fake or not, is not likely to gain visibility. Other platforms
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deal with disinformation in different ways, often using algorithms specific to their in-
frastructure. However, many of these methods have been linked with censorship, often
giving merit to abusers and misinformers over bona fide users (Are, 2020; Picardo et al.,
2020; Bamman et al., 2012; Hintz, 2015).

In my opinion, the documented history of failure in combating disinformation, while
preserving freedom of speech on social media platforms shows that individual compa-
nies are not competent to deal with cyber threats, which have impact on the political
life of the communities to which they cater their services. Hence my proposal to des-
ignate disinformation a threat to national and European cyber security, and start taking
seriously the need for safe systematic solutions.

5.3.4 Prioritizing existing beneficial solutions

Another proposal concerning cyber security and privacy policies is to prioritize the use
and manufacturing of technological and technical solutions, which are beneficial to pri-
vacy, democratic stability and security in the EU.

Included in this list are various types of open source solutions in the EU, including
cyber security tools. One aspect of open source software speaking in favor of its wider
use is a simple fact that what is open source cannot be stolen. Public availability of open
source code is a given, thus surprise takeover become much less likely. Open source
code is often attack-tested immediately after release, making possible quick adjustments
and fixes, thus eliminating vulnerabilities which would damage the infrastructure pro-
tected with proprietary, or "secret" code.

Another benefit of maximizing the use of open source software is the cost. Accord-
ing to Alsharif and Khelifi (2019, p.117), organizations and private companies would
rather spend millions on proprietary security products and services, often making them
the largest cost of the company’s operations, before searching the market for open source
alternatives. They argue that an active approach towards the challenges and misconcep-
tions of today’s open source software can help in mitigating these costs.

At the policy level, this could mean new batch of funding for projects which tackle
the challenges of open source and produce new open source solutions needed in the
European security market. Commitment to open source would also be a step towards
building a joint European cyber defense (see section 5.3.2), without the need to force
any of the EU members to share their solutions on a case-by-case basis.

Also on the list of solutions which are uniquely beneficial to both privacy and se-
curity are decentralized social media networks and services. Among them fediverses,
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that is, collections of federated (interconnected) servers that are used for web publishing
and file hosting, occupy a special position. Providing alternatives to widely used social
media platforms such as Facebook, Instagram, or Twitter, fediverses such as Mastodon
offer a distributed, decentralized and more customizable environment for citizen inter-
action (La Cava et al., 2021). On top of that, fediverses make disinformation campaigns
such as that described in section 5.1.3 less threatening, because no central database of
user data is available for ad customization and targeting.

The origins of fediverses and related open source software are connected to a mis-
sion avoid the censorship and control of centralized corporate social media platforms,
while giving the users full capacity to communicate with their networks. The creators of
fediverses have proven that technological progress, including social media technologies,
is not inherently dependent on the abuse of privacy and data. They challenged the al-
leged neutrality of the software, showing that the widely marketed platforms are in fact
not universal, neither are they necessary for social and political participation. Mansoux
and Abbing (2020) discuss these and other benefits of developing and using fediverses,
including the elimination of free labor and mass surveillance.

Future European policies should support the development of fediverses and other
Internet decentralization tools. Moreover, decentralization of all services operating in
the EU should be mandatory. Mass data collection and processing are not necessary for
running social media services, as well as many other solutions which rely on surveillance
capital at the moment. As Zuboff has argued (see section 4.1), surveillance capital
is essentially dependent on data-predatory business model, not technologies. The EU
should force the companies which operate within the logic of surveillance capital to
search for new, safer and non-abusive business models. The technologies needed to
make this happen are already in place, and many of them are freely available due to
open source policies of their proponents. Decentralization should be pursued without
consideration to financial losses to the corporation using a predatory business model, in
the same manner as anti-cartel and anti-monopoly regulations are enforced. After all, if
at any point in the history of European legislation the sacrifice of citizens’ privacy was
considered as an option to mitigate security threats, we have all the more reason to see
the profits of a small number of companies as a reasonable trade-off for making possible
a secure political future of European democracies.

Likewise, the protection of end-to-end encyption (E2EE) must become a default in
European cyber defense agenda. This concerns also other anonymization tools, some
of which I discussed in section 4.2.4. This means that effort must be made to inform
technological non-experts, including legislators, about the character of E2EE, TOR, and
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other privacy-protection tools. So far, even though effective ways of relaying this knowl-
edge have been developed by, for instance, (Bai et al., 2020), Dechand et al. (2019, p.
401) have shown that both citizens and legislators do not know that secure and attack-
proof methods of protecting their privacy exist and have developed inherent distrust to
the communication technologies as a result.

The final point is ethical data exploration for the sake of knowledge building and
research. Projects such as the aforementioned study of Tor usage by Mani et al. (2018)
are using guidelines based on the Menlo Report (Kenneally and Dittrich, 2012). Four
criteria for ethical network research laid out in the Menlo Report are:

(1.) the principle of respect for persons, realized via a rigid application of privacy
protection practices and tools, refraining from collecting information which may
identify specific persons, such as the IP addresses, and using differentially private
techniques;

(2.) the principle of beneficience, meaning that the benefit of research is weighed
against potential risk of harm to persons, public interest and security on a case-
by-case basis;

(3.) the principle of justice, which in case of Mani and others’ study meant that no
specific group of users are chosen as the sample;

(4.) the principle of respect for law and public interest, attainable through maintaining
transparency in research methods, including using open source software for data
analysis and submitting the research plan to independent review bodies.

For research purposes, specialized review bodies which are able to develop and force
compliance with the ethical data analysis standards should be created. There is also no
reason why corporate use of data would need to stray from the ethical guidelines, to
which the Menlo Report is just an initial step.

5.4 Summary

In this chapter, I focused on the relationship between political privacy and democracy,
coming back to my initial proposal to consider three thresholds of privacy protection
from a democratic standpoint. In section 5.1.1, I made a proposal on how to interpret
the definitions from chapter 1 and relate them to democratic principles, taking as my
reference point the seven principles used to conceptualize the notion of democracy in V-
Dem measurement projects, an advanced, data-driven democracy measurement research
project.
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I proposed to differentiate between critical, baseline and standard zones of politi-
cal activity, which in turn contribute to the definition of three level of political privacy
protection. My interpretation of these terms is relative to the standards of democracies,
even when the definition of a particular level of privacy protection is not sufficient for a
democratic state. The choice to ignore the economic benefits, as well as the advantages
of particular formulations of the notion of political privacy to, e.g., totalitarian govern-
ments, is deliberate. The proposed thresholds for political privacy are cumulative, so
that every basic zone of political activity is, by definition, also a critical zone, and each
standard zone is also both basic and critical.

I understand critical zones of political activity as the zones which are necessary for
making possible the minimum active involvement of citizens in the political system of
their state, or treating citizens as an active component of governance in a country, even
when the government itself is not necessarily democratic and responsible to its people.
The minimum active involvement of citizens means that the citizens enjoy certain liber-
ties against the local representatives of the central government, may influence the choice
of representatives of local and national authority, even when elections are not held, or
can successfully appeal to the judiciary in cases involving the decisions made by pub-
lic authorities, even when the court cannot enforce the ruling on the public authority.
This means that the citizens can lobby and take collective action in certain cases, but do
not necessarily have an actionable right to protest, congregate or choose their political
representatives at a state level.

Baseline political privacy is the threshold where the democratic principles start to
matter. The basic zones of political activity are those which are necessary for and which
sustain the active involvement of the citizens in the political system of a given coun-
try, often meaning that the formal and institutional elements of a democratic system
are already in place, though some of them may be faulty or lacking the material or hu-
man component needed to render the state fully democratic. The following principles
of democracy must be respected for the state to conform with the criteria for baseline
privacy: the aforementioned electoral principle, the majoritarian principle, and the con-
sensual principle (see section 5.1.1 for a description of the principles).

The final threshold, the protection of standard political privacy, does not represent
an ideal, unattainable situation, but the conditions for sustaining the zones of activity,
which are standard from the democratic standpoint. This means that the full list of
democratic fundamental principles should be considered, adding to the previously men-
tioned, the liberal principle, the participatory principle, the deliberative principle, and
the egalitarian principle.
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In sections 5.1.2, 5.1.3 and 5.1.4, I discussed some of the most basic zones of politi-
cal activity, which had been documented to have a strong connection to political privacy.
The fact that all these zones are qualified as basic and not standard suggests that the
current baseline of political privacy protection is rather low, even in relatively privacy-
oriented countries of the EU. In discussing attacks on the security of the presidential
elections, I highlighted several strategies which the Russia-funded operative known as
the IRA used to influence the voters on platforms such as Facebook and Instagram.
These strategies included the creation of a digital ecosystem, networked across multi-
ple platforms, running a series of campaigns focusing on issues which are divisive in the
American society, election interference and voter suppression, as well as the coordinated
effort to mobilize and demobilize specific groups of voters.

In section 5.2 I discussed the limits to surveillance, bringing up some of the most
pressing problems related to political privacy globally, such as the habitual use of surveil-
lance as an aid in committing genocide and furthering settler colonialism in contempo-
rary world. Finally, in section 5.3, I presented a list of policy recommendations concern-
ing the future development of privacy laws and practices in Europe.
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Conclusions

We need to change our way of thinking about privacy. This concerns both citizens and
governments, as the increase in undemocratic surveillance measures is often caused by
public pressure for more "security"; a state of affairs which, as discussed in section 4.4.1
often has little to do with actual drop in accidents and attacks, and more do to with public
perception of situations and spaces.

In case of privacy and surveillance, we must keep in mind that nothing is given for-
ever. It is natural to readjust our definitions and interpretations of fundamental concepts,
as long as these processes are aimed to solidifying democratic principles. It was my
intention in this dissertation to show that the state need not necessarily be seen as adver-
sarial to privacy or democracy in general. At the same time, state and public authorities
should not be so eager to take up the role of the adversary in order to protect themselves
from their citizens.

The studies and examples which I analyzed show that state constant vigilance is
counterproductive. The most obvious example of this fact is that the US "war on ter-
ror" unleashed by the administration of George W. Bush in September 2001 is almost
unequivocally considered a failure (Kurtz-Phelan, 2021). But if we are to limit security
measures, especially the mass surveillance, how far should we go? What is the neces-
sary boundary for democratic governments in limiting their citizen’s privacy, as well as
the privacy of the foreigners?

In order to address these questions, I developed a new theory of privacy and used it
to speak about political privacy. In chapter 1, I specified the conditions, which a theory
of privacy needs to satisfy in order to be applicable to contemporary political prob-
lems. I discussed these conditions in detail in section 1.1, explaining that the conceptual
framework supporting a political theory of privacy should satisfy the following:

(a.) be independent of terms strictly related to the current state of technology;

(b.) be centered not around the means of privacy protection, but around the ultimate
value to which privacy is instrumental, that is, human life, dignity, and activity;
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(c.) support a theory which is cross-disciplinary and uniform throughout contexts and
cultures;

(d.) allow for differentiating between individual and social (communal) discovery of
person’s life and the discovery conducted by the state; and that

(e.) the resulting theory must allow for abstracting away from those social, political
and economic convictions which are not fundamental to the concept of privacy.

As it turned out, none of the existing theories of privacy allowed for obtaining a
framework which would fulfill these desiderata. I analyzed some of the most prominent
theories of privacy in section 1.2.

In section 1.2.1, I showed that the first theory of privacy to be introduced in the
American legal discourse, where privacy was interpreted as nonintrusion, was prompted
by the public discontent regarding the unrestricted use of latest information technology
at the time – photography. Based on the "right to be let alone" proposed by Cooley
(1906, p. 29), consisting in the right to complete immunity against the effects of physical
violence, including emotional and psychological damage, Warren and Brandeis came up
with their own addition to this classification of rights – a protection against non-physical
invasions into the private life of an individual. Although the definition quickly proved
inadequate in characterizing privacy (Moor, 1991, p. 71), it was successful in combining
normative arguments with the basic tenets of human psychology and the need for shelter
from scrutiny.

The theory of privacy as freedom to act in personal matters (see section 1.2.2) was a
result of judicial deliberations in the ruling concerning the Griswold v. Connecticut case
in 1965. Although the theory was designed to support the constitutional reproductive
rights, and not to give a comprehensive account of privacy as such, it helped the problem
of privacy garner attention and respect both within law and among the US citizens.

Privacy as control of information is the first theory proposed after the supremacy of
information in modern communication was established. Many presently used theories
of privacy have as their foundational concept the notion of information. Moor (1991, p.
74) argued that this turn is due to the rise of information technologies, perceived as being
capable of invading the privacy of individuals in a manner, which is unprecedented in the
history of technology – a justification of "unprecedented" technological intrusion having
at that point become a tradition in theorizing about privacy. The control of information
account of privacy was proposed, among others, by Fried (1984), Beardsley (2017) and
Westin (1967). As Moor (1991, p. 75) observed, information is wrongly conflated with
the subject of privacy protection. However, information cannot be defined as the central
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value of privacy because there are frequent situations in which control of information is
lost, but privacy has not been breached or invaded. I discussed and analyzed examples
of such situations in section 1.2.3 and 1.2.4.

The theories of restricted access, discussed in section 1.2.5, are among the most
common modern theories of privacy. They are usually classified though specifying what

it is that we are restricting access to, that is the range of states of affairs to which privacy
is attributed. For instance, we may choose to restrict access to: (i.) information and per-
sons themselves (Allen, 1998; Gavison, 1980; Powers, 1996), or (ii.) situations (Moor,
1991). Both types of theories, despite their shortcomings, which I pointed out in section
1.2.5, offer accurate insights into the social perception of privacy. I derive from these
insights in proposing a novel gateway theory of privacy in section 1.3.

In the gateway theory of privacy a person has the benefit of privacy with respect to a
specific zone of activity when she can authorize or deny access to it. I define a zone of
activity as the domain of affiliated behaviors the consequences of which are restricted to
the boundaries of this domain. In other words, a person will be said to have privacy with
respect to a given zone of activity if she controls all its gateways, or points of access,
which make observation of this zone possible.

Zones of activity, although comprising of various instances of behaviors, are not
reducible to them. Similarly to the notion of a situation, a zone of activity can gain
communal recognition or not. Despite these parallels with Moor’s situations, zones of
activity are not spatiotemporally burdened, nor can they be paraphrased as just whatever

a person does. As a matter of fact, people can display behaviors which have no affiliation
with other behaviors and do not belong to any known zone of activity. Moreover, zones
of activity, although their catalog is open, are often conventional and it is by convention
that their recognition as protected or unprotected is decided upon. Certain zones of
activity are goal- or value-oriented, other stem from biological or territorial necessity. I
listed examples of what can be a zone of activity in section 1.3.1 and also later in section
5.1.1.

Having developed the gateway theory of privacy, I apply it to contemporary debate
concerning privacy and mass surveillance, as described in section 1.3.3. My hope is
that an update in the concept of privacy will add relevance to the theoretical founda-
tions of privacy debates, including that between the NSA and various privacy protection
advocates.

But in my characterizations of the latest controversies surrounding privacy I do not
defend or support any of these groups of interest. Rather, I acknowledge that the rep-
resentatives of both may have legitimate interest in pursuing their respective strategies,
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even when their goals and actions are not aligned with the best interest of the citizens,
public security or democratic principles. I present the gateway theory of privacy as a
middle ground, where all stakeholders are able to formulate their claims and concerns
using the same conceptual basis (see section 1.3.6).

Next, I proposed the notion of political privacy in section 1.4. Since in the gateway
theory privacy means being in control of the gateways to specific zones of activity, I
propose to interpret political privacy as control of the gateways to zones of political

activity.
At the same time, I specified, as a matter of initial proposal, three threshold of pri-

vacy protection. First, a person, group or a collective has (or maintains) critical political

privacy when they can authorize or deny access to the critical zones of political activity,
that is those zones of political activity which are necessary for their minimum active
involvement in the political system of a given country.

Analogously, a person, group or a collective has (or maintains) baseline political

privacy when they can authorize or deny access to the basic zones of political activity,
that is those zones of political activity which are necessary for and which sustain their
active involvement in the political system of a given country, with possible exceptions.

Finally, a person, group or a collective has (or maintains) full political privacy when
they can authorize or deny access to all standard zones of political activity, that is those
zones of political activity which sustain and encourage their active involvement in the
political system of a democratic state.

Later in chapter 5, I gave examples of each type of zone of political activity (see
section 5.1.1) and at the same time crossed them with the seven principles of democracy
underlying the V-Dem democracy measurement project. I embedded political privacy
into five key concepts in political philosophy: an individual, society, property, author-
ity and the state (Rau et al., 2018, pp. 20-26). I argued that political privacy is directly
linked to society as a whole, while personal privacy concerns primarily an individual and
property. This orientation becomes clear when the fundamental notion on which privacy
is built shifts from superficial vehicles, such as information or situation, onto more basic
building blocks, such as zones of (political) activity, rooted in social relationships and
social structures. At the same time, I noted the fact that one can only conduct surveil-
lance of groups and collectives via surveillance of individuals. For this reason, privacy
as an individual right will always require protection in the context of political activity.

In chapter 2 I argued that the relationship between privacy as a political, ethical and
philosophical concept and the right to privacy (together with appropriate privacy laws),
that is, privacy as a legal institution, is strictly hierarchical, and that the latter always
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comes after political and ethical considerations. However, in order to be able to inspect
the models of privacy regulation which are in use around the world, which I do via

comparative model building, relevant laws must be brought up. I consider three cases
of the right to privacy as it functions in the legal systems of the EU (with France and
Germany as indication of internal trends), the USA and the China.

My analysis revealed striking differences between the case countries, ranging from
the goals and strategic bases for implementing privacy solutions, to the role which theo-
ries of privacy play in the domestic and foreign policies of the analyzed countries. While
the theories of privacy developed in the EU and the US predominantly aim at inform-
ing the policy and statutory law, Chinese scholarship mostly focused on explaining the
already implemented policies and legitimize them in light of the social-political values,
which are constituted from the top-down. Surprisingly, there exist point of convergence
between the methods and the practice of surveillance between the US and China, much
more so than between the US/China and the EU. Since 2013, the EU gradually im-
plemented a strong protection model, one which is currently the most democratically
promising from among the three paradigmatic models of privacy regulation. In compar-
ison, the US model is that of minimal protection. Although the US government is unable
to stop or challenge the public scrutiny of their surveillance programs after the Snowden
revelations (see section 2.3), as well as ignore the conflict between mass surveillance
and the US Constitution, it has displayed an overall positive approach towards mass
surveillance throughout all presidential administrations since George W. Bush, includ-
ing surveillance by the public or semi-public sector, and surveillance capital private
firms.

The government of China overtly rejects political privacy, including in their laws
what I called the Big Brother principle (see section 2.5) and removing political privacy
from the scope of privacy protections in their recent regulations. Ubiquitous surveillance
in China is not technologically unique, but its scope and official character make China
an informative case in a comparative study.

In chapter 3 I argued that the privacy has a collective political component, aside from
being an individual right. First, in section 3.1.1, I considered the position of privacy in
liberal political philosophy. On one hand, certain liberal philosophers see privacy as
a hindrance on the exchange of information in a free society (Posner, 1977; Sandel,
1998, p. 233). On the other hand, privacy was seen as one of the facilitating conditions
for informed choice even by the critics of unlimited privacy protection (Allen, 1987;
Seidman, 1986; Etzioni, 1999). Second, in section 3.1.2, I briefly discussed the role of
privacy in non-liberal political philosophy, including a criticism of the liberal humanism
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of human rights and how it failed to address the needs of the Indian society by Kapur
(2014), as well as proposals for alternative philosophies of privacy and human rights by
Ren (2018) and Chan (2015).

I showed that although privacy, and political privacy in particular, is not inherently
dependent on liberal political philosophy, it does promote collective interests of the cit-
izens, in alignment with the principles of liberal democracy, even when the citizens do
not entertain all democratic freedoms in their county. In section 3.2.1, I analyze the
case study of the Weiquan movement and the ethnic cleansing through surveillance in
China (see also 5.2.3). I also examine the case of climate activists of ANVCOP21, who
were treated as domestic terrorists in France, despite an openly non-violent character of
their activity. Finally, in section 3.2 I show that collective rights are needed to protect
collective interest and prevent collective damage, including the erasure of peoples and
their cultural heritage.

In chapter 4 I discussed political privacy in the context of global economy, with spe-
cial attention to surveillance capital, as well as the relationship between surveillance,
privacy, and public security. Zuboff (2019) has shown that surveillance capitalism gives
rise to a new type of power (including, but not limited to, political power), called in-
strumentarian power, or instrumentarianism. Instrumentarian power relies on the ability
to know and systematize human behavior and allows those who wield it to shape hu-
man behavior in line with their own goals and preferences. I explored the origins of
surveillance-based instrumentarianism throughout the first, second and third modernity
in section 4.1. Next, in section 4.1.4, I argued that the emergence of surveillance capital,
which spurred the development of ubiquitous surveillance technologies was the result of
policy vacuum in an economic ecosystem of neoliberal free market.

I also described the conceptual changes which happened as a result of surveillance-
oriented market shift. Customers of surveillance capitalist firms became users of their
services, provided for free to all who agree to become the raw material for data extrac-
tion, analysis and behavior-informed targeting. Concerning the psychological aspects
of privacy, I discussed certain perceptions which are often at the center of privacy ed-
ucation and public discourse. In section 4.2.1, I mentioned psychological incentives
guiding the extraction of behavioral surplus. I argued that one of the key components of
a surveillance-oriented business model is an elimination of decision-making, or agency
(see section 4.2.3). I explained the fallacies of certain anti-privacy arguments, such as
the "nothing to hide" argument, popular among the firms which collect user data on
massive scale.

In section 4.2.4, the paradox of end-to-end encryption (E2EE) in European security
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and privacy protection agendas is described alongside the basic facts concerning the use
of privacy protection tools, such as the E2EE and the Tor network. In section 4.2.5 I
placed surveillance in the context of "othering", alienating groups of citizens who are
seen as a problem to the ideological or financial agenda of the government.

I explained how sousveillance is different from counter-surveillance in section 4.3.1.
As Mann et al. (2015) argued before me, citizens engaging in sousveillance are unable
to reciprocate surveillance perfectly, since the information they collect may also be used
by their watchman to augment surveillance.

Section 4.3.2 contains considerations about the nature of surveillance spaces, such
as the original concept of a Panopticon prison by Jeremy Bentham and many more fa-
cilities which were inspired by it. I also discussed the long tradition of employment
surveillance, dating back at least to the Bata Shoes factory in the 1930s (section 4.3.3).

Also in chapter 4, I discussed mass surveillance, counter-terrorism and state surveil-
lance, as defined in section and 4.4.2. I reviewed studies conducted by Maras (2010)
and Houston (2017), who showed that the efficacy of mass surveillance was often much
lower than that of traditional investigative methods. In section 4.4.3, I argued that polit-
ical privacy is often necessary for internal and external security of a democratic state.

In the final chapter 5 I brought together the gateway theory of privacy and the demo-
cratic principles as proposed by Teorell et al. (2019). I described and gave examples of
the critical, basic and standard zones of political activity, which condition, respectively,
critical, baseline, and full privacy of the citizens.

Then, I discussed examples of democratic institutions which are protected by the
right to privacy, including the right to speech and free media, the right to free elections,
the right to free assembly and protest. In section 5.2 I argued that limits to surveillance
are needed not only at the level of national governments, but also globally, using the
case of Chinese genocide of Uighurs and Tibetans to illustrate how mass surveillance is
instrumental in the control and erasure of peoples.

Lastly, I called for changes in privacy and surveillance policies within the EU. I
proposed that the catalog of human rights be amended to include political privacy and
personal privacy, both as individual, as well as collective rights (see section 5.3.1). I
proposed that cyber defense strategies of EU members be united into a coherent, joint
agenda, using soft methods based on voluntary contributions and trust-building initia-
tives.

Fake news, or disinformation, should be included in the list of threats to democracies,
both in the EU and around the world. In section 5.3.4, I proposed that the existing
privacy- and democracy-promoting solutions be given more attention from the decision-
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makers, including support and funding of open source, free and widely available privacy
protection tools. Finally, the principles of web decentralization and ethical data research
should become mandatory in the EU.

Open problems

As I indicated throughout this dissertation, many interesting problems related to privacy
and surveillance were left outside the scope of my considerations. Among them is the
problem of applying the gateway theory of privacy in non-political contexts, including
intercultural and intergenerational variance. It would be instructive to see how the no-
tion of privacy as control over gateways leading to specific zones of activity plays out
in different cultures, and how other critical concepts – such as, for example, family,
employment, parenthood – influence which zones of activity are recognized as worthy
of protection. How would the cultures of privacy protection interact with surveillance
cultures in specific countries?

In case of European law and policy-making, it remains to be seen how the EU insti-
tutions impact the national privacy and surveillance politics of its member states. The
reverse question is also open – how do EU members contribute to the shared understand-
ing of privacy, including political privacy, and surveillance? And how to unify privacy
protection regulations within the EU? Yet another set of open problems is what would
be the optimal way of implementing the policy recommendations made in section 5.3.
How do we prevent surveillance-assisted human rights abuses and genocide? How can
the European model of privacy regulation be developed to reach full privacy protection?

The introduction of political privacy changes the debate about privacy and surveil-
lance, especially mass surveillance. In this context, a question about alternatives to mass
surveillance also emerges. Decentralization of the Internet is bound to restructure the en-
tire digital market – how do we make the most effective transition from the current state
of the market towards safer, more politically mindful business models? By answering
these questions, we will create a better digital future for modern democracies.
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Freeman, M. (1995). Are There Collective Human Rights? Political Studies 43(1),
25–40.

Fried, C. (1984). Privacy. A Moral Analysis. In F. D. Schoeman (Ed.), Philosophical
Dimensions of Privacy: An Anthology, pp. 203–222. Cambridge University Press:
Cambridge.

Fuchs, C. (2011). An Alternative View of Privacy on Facebook. Information 2(1),
140–165.

Ganeva, M. (2008). Women in Weimar Fashion: Discourses and Displays in German
Culture, 1918-1933. Camden House: London.

Garbarino, J. (1977). The Price of Privacy in the Social Dynamics of Child Abuse. Child
Welfare 56(9), 565–575.

Gavison, R. (1980). Privacy and the Limits of Law. The Yale Law Journal 89(3), 421–
471.
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